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We quantify the relationship between the dynamics of a time-discrete dynamical system, driven by a unimodular map $T : [0, 1] \to [0, 1]$ on the unit interval and its iterations $T^m$, and the induced dynamics at a symbolic level in information theoretical terms. The symbolic dynamics are obtained by a threshold crossing technique. A binary string $s$ of length $m$ is obtained by choosing a partition point $\alpha \in [0, 1]$ and putting $s^i = 1$ or $0$ depending on whether $T^i(x)$ is larger or smaller than $\alpha$.

First, we investigate how the choice of the partition point $\alpha$ determines which symbolic sequences are forbidden, that is, cannot occur in the symbolic dynamics. The periodic points of $T$ mark the choices of $\alpha$ where the set of those forbidden sequences changes. Second, we interpret the original dynamics and the symbolic ones as different levels of a complex system. This allows us to quantitatively evaluate a closure measure that has been proposed for identifying emergent macro-lev els of a dynamical system. In particular, we see that this measure necessarily has its local minima at those choices of $\alpha$ where also the set of forbidden sequences changes. Third, we study the limit case of infinite binary strings and interpret them as a series of coin tosses. These coin tosses are not i.i.d. but exhibit memory effects which depend on $\alpha$ and can be quantified in terms of the closure measure.
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In order to deal with chaotic dynamical systems induced by unimodular maps one often converts an analog time series into a binary sequence by introducing a threshold. The choice of the maximum of the unimodular map provides a generating partition, i.e., the one with maximal topological entropy, and the powerful techniques of kneading theory are available. Nearly nothing is known if the choice of the threshold differs from the maximum. The induced partition have been simply considered as "misplaced".

Our approach is entirely different because we do not consider the symbolic sequence merely as a vehicle to get information about the original, analog time series where choices of the threshold different from the maximum are only considered as those which lead to unnecessary information losses. We think of the symbolic dynamics as new, macroscopic ones in their own right which are derived from a microscopic time series – the initial analog signal – by means of an aggregation which assigns the same symbol to all elements in a cell of the partition.

Due to this new point of view choices of the threshold different from the maximum lead to interesting macroscopic dynamics in their own right. They exhibit a rich structure which can be captured by information theoretical measures proposed by the authors and others.

I. INTRODUCTION

Studying one-dimensional dynamical systems, that is, time-discrete $x_n \to x_{n+1} = T(x_n)$ dynamics with a map $T : [0, 1] \to [0, 1]$, has a long tradition in mathematics.\textsuperscript{8} is the standard textbook or\textsuperscript{24} for a short exposure. Among one-dimensional maps, the unimodular maps are the best studied ones. A map $T : [0, 1] \to [0, 1]$ is called unimodular iff it is continuous, $T(0) = T(1) = 0$ and has a unique maximum $c$ s.t. that $T$ is monotonically increasing on $[0, c]$ and decreasing on $[c, 1]$.

FIG. 1. The graph of a unimodular map on the unit interval $[0, 1]$.

The focus on unimodular maps is due to the powerful
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results provided by kneading theory, see for instance\textsuperscript{9} for a short exposure, to analyse the properties of time-discrete, one-dimensional dynamical systems driven by those maps. Essentially, kneading theory suggests an investigation of a symbol dynamics which are derived from a threshold crossing technique, i.e., one simply replaces the real valued data with symbolic data: 1 if the value is larger than the threshold $\alpha$ and 0 otherwise. This provides a map $\phi^N_{\alpha} : [0, 1] \to \{0, 1\}^N; \phi^N_{\alpha}(x) = (s_0, s_1, s_2, \ldots)$ from the unit interval into the set of binary sequences of infinite length with $s_n = 1$ if $T^n(x) > \alpha$ and 0 otherwise. In order to attain a one-to-one correspondence between the initial real valued dynamics and the symbolic ones, research was in particular focused on the problem finding \textit{generating partitions}, i.e., partitions whose corresponding topological entropy is maximal. For a unimodular one-dimensional map, the threshold encoding provides a generating partition if the maximum $c$ of the map is used as the threshold\textsuperscript{2}. The infinite symbolic sequence $\phi^N_{\alpha}(c)$ of $c$ is called the kneading sequence of the map $T$. It allows for a determination of the support $\phi^N_{\alpha}([0, 1]) \subset \{0, 1\}^N$ of the encoding. These supports may exhibit a rather difficult structure as shown by E. Friedman\textsuperscript{11} who proves that the supports of a one-parameter family of logistic maps with different heights are even no longer Turing computable.

In informal terms, a generating partitions allows for an entire reconstruction of the real valued, initial dynamics from the symbolic ones. But in more than one dimension generating partitions are difficult to find (see e.g.\textsuperscript{4}) and the threshold crossing technique turned out to be a widely used method to detect partitions whose corresponding symbolic sequence allows for all possible strings of a certain length and the occurrence of all these strings is equally distributed. These partitions to which one refers in the literature often as \textit{statistical partitions} were introduced in\textsuperscript{21} and\textsuperscript{22} to get best possible approximations of a generating partition. These methods became popular in the physics literature and were applied to the quantitative analysis of the death rate of patients with coronary disease\textsuperscript{18}, describing non-linear dynamics in an internal combustion engine\textsuperscript{17}, and in cognitive sciences to study movement control\textsuperscript{10}.

Despite these achievements attained by the threshold technique in the case of unimodular maps, the symbol dynamics derived from thresholds $\alpha$ which are different from the maximum $c$ were always considered as "misplaced\textsuperscript{29}" or as misrepresentations of the original dynamics. There is a thorough analysis in\textsuperscript{2} to capture quantitatively the information loss resulting from choosing a non-generating partition and to which extent the derived symbol dynamics reflects the dynamics of the original system. The authors of\textsuperscript{2} voted for the tent map as a test ground to perform their explicit computations. As a reaction to\textsuperscript{2} the author of\textsuperscript{14} presented enhanced methods to improve the quality of the non-generating partitions obtained from the threshold technique.

Here, we develop a completely different point of view on the problem of non-generating partitions. We do not try to find generating partitions of unimodular dynamical system, or to improve already existing "imperfect" ones. Rather than trying to reconstruct the original real valued dynamics from the symbolic ones, we consider the symbol dynamic in its own right as a macroscopic level derived from a microscopic one whose time-discrete dynamics are determined by iterating the underlying dynamical system. From this point of view, the threshold crossing technique takes over the role of a coarse-graining which links the microscopic level with the macroscopic, symbolic one, whereas in the previous papers this method was more or less considered as an encoding. The choice of a generating partition is then justified by the fact that it yields the symbolic dynamics of highest entropy, that is, the most random looking symbolic dynamics. Therefore, observing it provides most information about the initial value of the microscopic dynamics. In contrast, for non-generating partitions, dependencies show up in the sense that certain symbolic sequences do not occur, i.e., are "forbidden"\textsuperscript{1}. In particular, such symbolic dynamics then indicate that the underlying microscopic process is not completely random itself. Our considerations will elucidate this phenomenon.

In statistical mechanics coarse-graining is one method to overcome the contradiction between the reversibility of the Hamiltonian dynamics and the second law of thermodynamics. For instance, according to Poincaré's recurrence theorem a trajectory in the phase space will return arbitrarily close to its initial state after sufficiently long time. Hence, any smooth state function including the entropy cannot be a strictly monotonic function in time, as proposed by the second law of thermodynamics. But if one introduces a certain kind of coarse-graining of the phase space, which can be considered to be a consequence of the unavoidable inaccuracy in the measurement, an increase of the entropy of the coarse-grained process can be observed, see\textsuperscript{4} for more details. Beside their importance in the foundations of statistical physics, coarse-graining techniques play also an important role in biology, chemistry and material science to bridge the gap between the temporal and spatial scales that can be achieved by atomistic molecular dynamics simulations and the scales that are relevant for the macroscopic properties of the studied systems, see\textsuperscript{18} for a recent review.

But if one considers the threshold crossing method as a coarse-graining the question arises how to find emergent levels whose dynamics allow for a self-sufficient description.

In\textsuperscript{17} we tackled this problem by proposing and investigating several information theoretical measures to detect those emergent levels. More precisely, we considered a dynamical system $T : X \to X$ on a probability space $X$ with measure $\mu$ where $T$ can be a measurable
map, a Markov kernel, etc. Suppose we have an operator \( \phi_\alpha : X \to X \) — for instance a coarse-graining, aggregation, averaging, etc. — of the lower, microscopic level \( X \) onto an upper, macroscopic level \( \hat{X} \). As the dynamics evolve on the lower level, induced dynamics can be observed on the upper state space \( \hat{X} \). We say that the upper level is \emph{closed} if it can be also represented by a dynamical system: there is a measurable map, a Markov kernel, etc. \( \hat{T} : \hat{X} \to \hat{X} \) such that \( \phi_\alpha \circ \hat{T} = \hat{T} \circ \phi_\alpha \).
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\( \alpha \geq 0 \) may stand for a scalar parameter that distinguishes the different \emph{scales} where the coarse-graining, etc. is carried out. We characterize a relevant scale as one where special structural or dynamical regularities can be detected.

Closure measures provide a link between the two concepts of "levels" and "scales" because they should allow us to identify emergent levels, i.e., scales for which a (n approximately) closed description exists, by means of quantifying to which extent the induced system deviates from being closed. The following closure measures have been proposed so far: in\(^{20}\) Shalizi and Moore, and in\(^{12}\) Göhrerup and Jacobi proposed Markovianity of the upper process \( s_t \to s_{t+1} \) as a property of an emergent level; in his PhD thesis Shalizi\(^{16}\) proposed to measure the "predictive efficiency" to identify emergent levels. Here, we shall evaluate the measure in\(^{17}\) which tests for \emph{informational closure}. We called the upper process to be informationally closed if there is no information flow from the lower to the higher level. In that case, knowledge of the microstate will not improve predictions of the macrostate, i.e., for \( s_t = \phi_\alpha(x_t) \) we have

\[
I(s_{t+1} : x_t | s_t) = H(s_{t+1} | s_t) - H(s_{t+1} | s_t, x_t) = 0, \tag{I.1}
\]

where \( I \) denotes the conditional mutual information, and \( H \) the entropy.

The entropy of a random variable \( Y : X \to \mathbb{R} \) on a probability space \( X \) with measure \( \mu \) is defined by

\[
H(Y) = -\sum_y p(y) \log(p(y))
\]

where \( p(y) = \mu(Y = y) \) denotes the distribution on \( \mathbb{R} \) induced by \( Y \) — the probability mass function of \( Y \). We use logarithms with base 2 so that the entropy will be measured in bits. The \emph{entropy} is a measure of the average uncertainty in the random variable.

The conditional entropy \( H(Z|Y) \) for two random variables \( Z \) and \( Y \) with conditional distribution \( p(z|y) \) is defined as

\[
H(Z|Y) = -\sum_y p(y) \sum_z p(z|y) \log(p(z|y)),
\]

which is the average uncertainty of the random variable \( Z \) conditional on the knowledge of the other random variable \( Y \).

The reduction in uncertainty due to another random variable is called the \emph{mutual information}

\[
I(Z : Y) = H(Z) - H(Z|Y).
\]

The mutual information \( I(Z : Y) \) is a measure of the dependence between the two random variables. It is symmetric in \( Z \) and \( Y \) and always non-negative and is equal to zero if and only if \( Z \) and \( Y \) are independent, see\(^6\).

In\(^{16}\) we have already studied the closure measures of\(^{17}\) for a concrete example: \( X = [0, 1] \) is the unit interval, \( \mu = \lambda \) the Lebesgue measure, and \( T : [0, 1] \to [0, 1] \) is the full tent map, that is, \( T(x) = ax \) if \( x < \frac{1}{2} \) and \( T(x) = 2x - 2 \) else. For an integer \( m \geq 0 \) we got a one-parameter family of \emph{m-th order coarse-grainings}

\[
\phi_\alpha^m : [0, 1] \to \{0, 1\}^{m+1}
\]

\[
x \mapsto (s_m, \ldots, s_0)
\]

with \( s_k = \begin{cases} 1 & \text{if } T^k(x) > \alpha \\ 0 & \text{else} \end{cases} \), \hspace{1cm} (I.2)

with \( \alpha \in [0, 1] \). This concept of a refinement of a given coarse-graining — in the present case the one derived from the partition threshold technique — is crucial in\(^{16}\) and in the present paper because it links the concept of relevant scales with the one that certain sequences of length \( m + 1 \) do not occur any longer. That is, the support \( \phi_\alpha^m([0, 1]) \) of the macro-dynamics is different from \( \{0, 1\}^{m+1} \), the \emph{extended state space}. Beside the results on the closure measures introduced in\(^{17}\), there were also beautiful findings on the chaotic dynamics driven by the tent map itself: we found all Markovian partitions with a full support, even Markovian symbol dynamics whose underlying partition is not Markovian at all, and conditions on the thresholds \( \alpha \) s.t. all sequences of length \( m + 1 \) occur, i.e., we could determine a subset \( I \) of \([0, 1] \) s.t. for all \( \alpha \in I \) we have \( \phi_\alpha^m = \{0, 1\}^{m+1} \). Even though the results in\(^{16}\) justified the choice of the tent map as a nice toy model and test ground for our closure measures they were all restricted to the case when the one-dimensional map \( T \) is the full tent map. We begin the present paper with abandoning this restriction and showing that most of the results in\(^{16}\) hold even true in the case of arbitrary unimodular maps. We then move on and discover a tight relationship between the occurrence of forbidden sequences, i.e., the fact that \( \phi_\alpha^m \neq \{0, 1\}^{m+1} \), and the periodicity of the threshold \( \alpha \) w.r.t. the unimodular map \( T \). Furthermore, we provide a link between these results and the local minima of one of the information theoretical measures defined in\(^{17}\): the measure Eq. (I.1) quantifying the informational flow. Finally, we apply these insights to derive results on the infinite symbol dynamics, that is, \( m = \infty \), as well.
and with the investigation of these measures on a toy model where the microdynamics is defined by the tent map $T : [0, 1] \rightarrow [0, 1]$. In this paper we consider unimodular maps $T$ in general and the properties of their symbolic sequences derived from the partition threshold technique. We investigate the image of the $m$-th order coarse-grainings $\phi_m^\alpha(\{0, 1\})$ of Eq. (1.2), which is the set of all sequences of length $m + 1$ which may occur and which is a subset of the extended state space $\{0, 1\}^{m+1}$. More precisely, we prove that all points $\alpha$ where a shift of the support $\phi_m^\alpha(\{0, 1\})$ occur i.e., for $\alpha_0 < \alpha < \alpha_1$ we have $\phi_{\alpha_0}(\{0, 1\}) \neq \phi_{\alpha_1}(\{0, 1\})$ – are periodic points of the map $T$, local maxima, or local minima of the maps $T^k$, for $k = 1, \ldots, m$.

In the third section, we relate these results to the measure Eq. (1.1) testing for the informational closure. We prove that the local minima of the informational flow occur at points $\alpha$ where the support $\phi_m^\alpha(\{0, 1\})$ of the corresponding symbolic sequences of length $m + 1$ shifts, and that such a shift is a necessary but not a sufficient condition for the occurrence of a local minimum. Initially, the proof is done only for coarse-grainings which provide a piecewise-linear dependency of the distribution induced on the extended state space $\{0, 1\}^{m+1}$. Let

$$A(s, \alpha) = \{x \in [0, 1] : \phi_\alpha \circ T^k(x) = s_k; k = 0, \ldots, m\} \setminus T^m(\alpha)$$

be the support of a symbolic sequence $s = (s_m, s_{m-1}, \ldots, s_0) \in \{0, 1\}^{m+1}$ of length $m + 1$ for the coarse-graining $\phi_m^\alpha$. Every sequence $s \in \{0, 1\}^{m+1}$ provides a non-negative function $\alpha \mapsto p(s, \alpha) = \lambda(A(s, \alpha))$ on $[0, 1]$ where $\lambda$ denotes the uniform Lebesgue measure on the unit interval. By piecewise linear we mean that for all $s \in \{0, 1\}$ the mappings $\alpha \mapsto p(s, \alpha)$ are piecewise linear on $[0, 1]$. The definition of these non-negative functions has a dual aspect: if one keeps the threshold parameter $\alpha \in [0, 1]$ fixed, then the mapping $s \mapsto p(s, \alpha)$ defines a distribution on the extended state space $\{0, 1\}^{m+1}$. This duality is finally one of two reasons why the occurrence of forbidden sequences is so closely related to the minima of the informational flow. The second one is the close link between the information flow $I(s_{m+1}^n : x_n | s_n^m)$ of an $m$-th order coarse-graining $\phi_m^\alpha$, with $s_m = (s_{m+n}, s_{m+n-1}, \ldots, s_n) = \phi_m^\alpha(x)$, and the entropy rate $h(T, \alpha)$ of the unimodular map for the partition $\{[0, \alpha], [\alpha, 1]\}$ of the unit interval induced by the threshold $\alpha$ – see [25] for a precise definition. More precisely, we prove that $I(s_{m+1}^n : x_n | s_n^m) = H(s_0 | s_1, \ldots, s_{m+1})$, i.e., the information flow of the $m$-th order coarse-graining is the $m$-th order proxy of the entropy rate $h(T, \alpha)$. Since the proof on the characterization of the local minima of the informational flow makes only use of the concept of entropy, the results generalise to one-dimensional dynamical systems which are conjugate to ones whose coarse-graining provide piecewise linear functions $\alpha \mapsto p(s, \alpha)$ for all sequences $s \in \{0, 1\}^{m+1}$. It turns out that due to this invariance under conjugacy all well known chaotic maps on the unit interval are covered by this result: the tent map, the logistic map, and even the non-unimodular Bernoulli shift.

Finally, we unify the assembled results on $m$-th order coarse-grainings to interpret the information theoretical behaviour of the infinite symbolic sequence $s_\infty = (s_0, s_1, s_2, \ldots) = \phi_\alpha^\infty(x)$ discussed at the beginning of the introduction where $s_0 = 0$ iff $T^k(x) \leq \alpha$. We interpret this symbolic sequence as a coin toss with a certain memory. It turns out that this memory is given by the mutual information $I(s_0 : s_1, s_2, \ldots)$ between the initial state $s_0$ and its future trajectory $s_{n+1} = (s_1, s_2, s_3, \ldots)$. Furthermore, we have $I(s_0 : s_1, s_2, \ldots) = H(s_0) - h(T, \alpha)$, that is, the mutual information is the difference between the entropy of the single symbol space and the entropy rate which is – as we have seen in the previous section – in the limit identical with the informational flow from the micro to the macro level $\{0, 1\}^\infty$. We conclude this section by numerics performed in the case that the unimodular map $T$ is the tent map. The numerical results indicate that for the threshold $\alpha = 2/3$ the memory of the sequences $s_\infty$ turns out to be maximal. $\alpha = 2/3$ is the unique periodic point of the tent map $T$ with period length 1 and the induced single step macro-dynamics $s_0 = \phi_{\alpha}^2(x) \rightarrow s_{n+1} = \phi_{\alpha}^2 \circ T(x)$, with the notation of Eq. (1.2), is Markovian and considered as a right candidate for an emergent level – see [17].

Most of the technical proofs are relegated to the appendix, except for those that are needed to follow the main line of reasoning in the text.

II. FORBIDDEN SEQUENCES

We consider a continuous unimodal map $T$ on the unit interval $[0, 1]$. That is, $T(0) = T(1) = 0$ and there is a unique maximum at $c \in [0, 1]$ s.t. $T$ is strictly increasing on $[0, c]$ and strictly decreasing on $[c, 1]$. The space unit interval is a measurable space endowed with the Borel $\sigma$-algebra and the Lebesgue measure $\lambda$.

Every choice of a partition threshold $\alpha \in [0, 1]$ induces a coarse-graining $\phi_\alpha = \chi_{[0, \alpha]}$ of the characteristic function on the interval $[0, 1]$, of the dynamics $T : [0, 1] \rightarrow [0, 1]$. From the sequence $x_n = T^n(x)$, for an initial value $x \in X$, one obtains derived symbol dynamics $s_n = \phi_\alpha(x_n) \in \{0, 1\}$, and the probability of finding $s_n$ in the state 0 or 1 is given by the probability that $x_n$ lies in the interval $[0, \alpha]$ or $[\alpha, 1]$, respectively. One can go further and compute the symbolic dynamics derived from more than one consecutive time step, i.e., one can consider the dynamics of the extended state $(s_n, s_{n+m-1}, \ldots, s_n)$ and its support, that is, all symbolic sequences $s = (s_m, s_{m-1}, \ldots, s_0) \in \{0, 1\}^{m+1}$ of length $m + 1$ s.t. $H(A(s, \alpha)) > 0$ with

$$A(s, \alpha) = \{x \in [0, 1] : \phi_\alpha \circ T^k(x) = s_k; k = 0, \ldots, m\} \setminus T^m(\alpha)$$

where the set $T^m(\alpha)$ is defined as follows:
\textbf{Definition II.1.} Let $\alpha \in [0,1]$ and $m \in \mathbb{N}_0$. We define
\begin{equation}
T^m(\alpha) = \bigcup_{k=0}^{m} T^{-k}(\alpha) \cup \{0,1\}. \quad (\text{II.2})
\end{equation}

$T^m(\alpha)$ is the union of all preimages of $\alpha$ under the iterated maps $T^k$, with $k = 0, \ldots, m$, including $\{0,1\}$, where $T^0 = \text{id}_{[0,1]}$ denotes the identity map on $[0,1]$.

The following lemma gives an impression of the form of the supports Eq. (II.1).

\textbf{Lemma II.1.} The sets $A(s, \alpha)$ for $s \in \{0,1\}^{m+1}$ are a (possibly empty) union of intervals whose boundary points are adjacent elements of $T^m(\alpha)$.

\textbf{Definition II.2.} We define the map
\begin{equation}
p : \{0,1\}^{m+1} \times [0,1] \rightarrow [0,1]
\end{equation}

\begin{equation}
p(s, \alpha) \mapsto \lambda(A(s, \alpha)).
\end{equation}

$p(s, \alpha)$ is a probability measure on $\{0,1\}^{m+1}$ for all $\alpha \in [0,1]$, whereas $p(s, \cdot)$ defines a non-negative function on $[0,1]$ for all $s \in \{0,1\}^{m+1}$ which is even continuous.

\textbf{Lemma II.2.} The map $\alpha \mapsto p(s, \alpha)$ is continuous for all $s \in \{0,1\}^{m+1}$.

For $\alpha, \beta \in [0,1]$ we define $\alpha \sim \beta$ iff $p(s, \alpha) > 0$ for a sequence $s \in \{0,1\}^m$ if and only if $p(s, \beta) > 0$. One checks immediately that $\sim$ defines an equivalence relation on $[0,1]$. We write $[\alpha]$ for the equivalence class of $\alpha$. Furthermore, in the sequel, for $U \subset [0,1]$ let $\overline{U}$ denote the largest open subset of $U$.

\textbf{Definition II.3.} For all $m \geq 1$ and $\alpha \in [0,1]$ let $S^m$ denote the set containing all periodic points $T$ with period less or equal to $m$, $\{0,1\}$ and all local maxima and minima of $T^k$ for $k = 1, \ldots, m$.

The following theorem provides a characterization of the equivalence classes $\{[\alpha] : \alpha \in [0,1]\}$.

\textbf{Theorem II.3.} Let $\alpha \in [0,1]$. The set $[\alpha]$ consists of a union of intervals whose boundary points are in $S^m$.

From this theorem, we can easily derive the main result of II.1 where it had required a much longer proof.

\textbf{Corollary II.4.} Let $T : [0,1] \rightarrow [0,1]$ be the tent map, i.e., $T(x) = 2x$ if $x \in [0,1/2]$ and $T(x) = 2 - 2x$ else. Then for
\begin{equation}
\alpha \in \left(\frac{2^{m-1}}{2^m + 1}, \frac{2^{m-1}}{2m - 1}\right);
\end{equation}

all sequences of length $m+1$ occur, i.e., we have $p(s, \alpha) > 0$ for all $s \in \{0,1\}^{m+1}$.

\textbf{Proof.} Since the choice $\alpha = 1/2$ provides the generating partition, all sequences of length $m + 1$ occur. Hence, the equivalence class $[1/2]$ contains all $\alpha \in [0,1]$ where all sequences of length $m + 1$ occur. One checks immediately that the points $2^{m-1}/2^m + 1$ and $2^{m-1}/2^m - 1$ are not only $m$-periodic points but also that there are no further periodic points with period less or equal to $m$ contained in $(2^{m-1}/2^m + 1, 2^{m-1}/2^m - 1)$. Combining this with theorem II.3 yields the corollary. \hfill \square

\section{III. Informational Flow}

Since the results of this section hold true in a more general context than that of unimodular maps on unit intervals and their binary encoding, we formulate them beyond the scope of the introduction and the second section in terms of the commutative diagram in the introduction.

Consider a dynamical system $T : X \rightarrow X$ on a probability space $X$ with a measure $\mu$ where $T$ is a measurable and measure preserving map. Let us consider a family of deterministic coarse grainings $\phi_\alpha : X \rightarrow X$ parametrized by $\alpha \in [0,1]$ and the space $X = \{1, \ldots, r-1\}$ is assumed to be finite.

From the sequence $x_n = T^n(x)$, for an initial value $x \in X$, one obtains derived symbol dynamics $s_n = \phi_\alpha(x_n) \in \{0,1,\ldots, r-1\}$, and the probability of finding $s_n$ in the state $i$ is given by the probability $p_i = \mu(\phi_\alpha^{-1}(i))$.

Given this initial coarse-graining family $\phi_\alpha$ one can define a refined coarse-graining in the spirit of Eq. (I.2).

\textbf{Definition III.1.} Let $\phi_\alpha : X \rightarrow \hat{X}$ be a family of coarse-grainings. For every $m$ we obtain a a family of coarse-grainings $\phi_\alpha^m : X \rightarrow X^m$ by
\begin{equation}
x \mapsto (\phi_\alpha \circ T^m(x), \phi_\alpha \circ T^{m-1}(x), \ldots, \phi_\alpha(x))
\end{equation}

for all $x \in X$, which we call the $m$-th order coarse-graining.

In the sequel we want to characterize the local minima of the information flow, see Eq. (I.1),
\begin{equation}
I(s_{n+1}^m : x_n | s_n^m)(\alpha) = H(s_{n+1}^m | s_n^m)(\alpha) - H(s_{n+1}^m | x_n | s_n^m)(\alpha).
\end{equation}

of the coarse-graining $\phi_\alpha$ of order $m$ which measures the information contained in the macrostate $s_{n+1}^m = (s_{n+m+1}, \ldots, s_{n+1}) = \phi_\alpha^m(T(x_n))$ about the microstate $x_n$ if $s_n^m$ is known. Since $s_{n+1}^m$ is fully determined by $x_n$, the second term vanishes and we have
\begin{equation}
I(s_{n+1}^m : x_n | s_n^m)(\alpha) = H(s_{n+1}^m | s_n^m)(\alpha) = H(s_{n+1}^m, s_n^m)(\alpha) - H(s_n^m)(\alpha).
\end{equation}


where the next-to-last identity follows from the stationarity of the process. Hence, the information flow is equal to the $m + 1$th order proxy of the entropy rate of the stationary process $T : X \to X$—see\(^{23}\) for a definition. These proxies constitute a decreasing sequence. Hence, with every additional order of the coarse-graining of the extended states $s_n^m$, the information flow decreases.

**Lemma III.1.** The information flow $I(s_{n+1}^m : x_n | s_n^m)(\alpha)$ of the extended state dynamics $s_n^m \to s_{n+1}^m$ is $H(s_0 | s_1, s_{m+1})(\alpha)$, i.e., the $m + 1$th order proxy of the entropy rate $h(T, A)$ where $A = \{\phi^{-1}(i) : i = 0, \ldots, r-1\}$ is the partition of the macrostate $X$ induced by the coarse-graining $\phi : X \to X$.

The domains of the symbol sequences $s = (s_m, \ldots, s_1, s_0)$, with $s_i \in \{0, \ldots, r - 1\}$ is

$$A(s, \alpha) = \{x \in X : \phi_0 \circ T^k(x) = s_k ; k = 0, \ldots, m\}.$$  

We define, as in the previous section, $p(s, \alpha) = \mu(A_s)$ for $s \in \{0, \ldots, r - 1\}^m$, i.e., the probability that the sequence $s$ occurs for a given $\alpha \in [0, 1]$. For $\alpha, \beta \in [0, 1]$ we define the equivalence relation $\alpha \sim \beta$ iff $p(s, \alpha) > 0$ for a sequence $s \in \{0, \ldots, r - 1\}^m$ implies $p(s, \beta) > 0$ and vice versa.

**Definition III.2.** We call the coarse-graining $\phi_0$ linear iff for all sequences $s \in \{0, \ldots, r - 1\}^m$ the function $\alpha \mapsto p(s, \alpha)$ depends piecewise linearly and continuously on $\alpha$.

**Example III.1.** Let $T : [0, 1] \to [0, 1]$ be a unimodular map with linear slopes and $\phi_0 : [0, 1] \to [0, 1]$ the coarse graining induced by the choice of a partition threshold $\alpha \in [0, 1]$. Consider the support $A(s, \alpha)$ of a symbol sequence $s \in \{0, 1\}^m$. Lemma II.1 provides that $A(s, \alpha) = \bigcup_{k} (b_n, c_n)$ is a finite union of disjoint open intervals where $b_n$ and $c_n$ are in $\{0, 1\}^m$. Since the slopes of $T$ are linear, the preimages $T^{-m}(\alpha)$ depend also linearly on $\alpha$. Therefore, $\lambda((b_n, c_n))$ depends linearly on $\alpha$ for all $n$, and so does the sum $\sum \lambda((b_n, c_n)) = \lambda(A(s, \alpha)) = p(s, \alpha)$ for all $s \in \{0, 1\}^m$. Furthermore, due to lemma II.2, the functions $\alpha \mapsto p(s, \alpha)$ are continuous.

The following theorem links the local minima of the information flow, i.e., possible candidates for emergent levels induced by the $m$-th order coarse-graining $\phi_0$, with the results of the previous section. It tells us that in the case of a piecewise linear coarse-graining III.2 the information flow, i.e., the $m + 1$th order proxy of the entropy rate $H(s_0 | s_1, s_{m+1})(\alpha)$, see III.1, is either strictly convex in the parameter $\alpha$ or linear as long as it is differentiable. But the only points where the conditional entropy $\alpha \mapsto H(s_0 | s_1, s_{m+1})(\alpha)$ is not differentiable are those where a shift in the support $\phi_0^m(X) \subset X^{m+1}$ of the macrostate dynamics appears because then one of the probabilities which occur in the logarithm of the conditional entropy vanishes.

**Theorem III.2.** Let $\alpha \in [0, 1]$ be s.t. $[\alpha] \neq \emptyset$ and the coarse-graining $\phi_0$ is assumed to be linear. The conditional entropy $\beta \mapsto H(\beta) = H(s_0 | s_1, \ldots, s_{m+1})(\beta)$ is differentiable in $[\alpha]$ and we have

$$H'(\beta) = - \sum p′(s) \log p(s|\beta)$$

$$H''(\beta) \leq 0$$

with $s = (s_{m+1}, \ldots, s_0)$ and $\beta = (s_m, \ldots, s_0)$. Furthermore, there is a point $\alpha_0 \in [\alpha]$ with $H''(\alpha_0) = 0$ if and only if $H(\beta)$ is a linear function on $[\alpha]$.

Let $U \subset \mathbb{R}$ be a subset of the real numbers. We call an element of the set $U \setminus U$, i.e., the difference of the smallest closed subset of $\mathbb{R}$ which contains $U$ and the biggest open subset contained in $U$, a boundary point of the set $U$.

**Corollary III.3.** Assume that the coarse-graining $\phi_0$ is linear. The information flow has a local minimum in $\alpha_0$ if it is a boundary point or $\alpha \mapsto H(\alpha)$ is constant on $[\alpha]$.

**Proof.** Let $\alpha \in [0, 1]$ be a local minimum of $\beta \mapsto H(\beta)$. Assume that $\alpha \in [\alpha]$. The function $\beta \mapsto H(\beta)$ is differentiable in $[\alpha]$ and strictly concave or linear. Since there is a local minimum in $[\alpha]$, the first case cannot hold. Furthermore, we have $H''(\alpha_0) = 0$. Hence, $\beta \mapsto H(\beta)$ is not only linear on $[\alpha]$ but even constant. \(\square\)

Lemma III.1 provides an identity between the information flow of the $m$-th order coarse-graining and the $m + 1$th order proxy $H(s_0 | s_1, s_{m+1})(\alpha)$ of the entropy rate of the stationary, deterministic dynamical system $T : X \to X$. But this proxy is invariant under conjugacy. Recall, a dynamical system $S : Y \to Y$ on a measurable space $Y$ with measure $\lambda$ is called conjugate to the dynamical system $T : X \to X$ if there is a measurable and measure preserving map $\Phi : Y \to X$ which has a measurable inverse $\Phi^{-1}$ s.t. $\Phi \circ S = T \circ \Phi$.

The family $\phi_0 : X \to \hat{X}$ of coarse-grainings defines a family $\psi_\alpha : Y \to \hat{X}$ of those for the dynamical system $S : Y \to Y$ via $\psi_\alpha = \phi_0 \circ \Phi$ for all $\alpha \in [0, 1]$. We define the $m$-th order coarse-graining $\psi_\alpha^m(y) = (\psi_\alpha \circ S^m(y), \ldots, \psi_\alpha(y)) = (t_m, \ldots, t_0)$ for $y \in Y$. One can prove\(^{23}\) that $\phi_0^m$ and $\psi_\alpha^m$ induce partitions on $X$ with the same entropy. Hence, $H(t_0, t_1, \ldots, t_m)(\alpha) = H(s_0 | s_1, \ldots, s_m)(\alpha)$ for all $m$. Since the proof of corollary III.3 incorporates only computations of the conditional entropy, it holds also for systems which are only conjugate to a linear system.

**Corollary III.4.** Suppose that we have stationary, deterministic dynamics $S : Y \to Y$ with a family of coarse graining $\psi_\alpha : Y \to \hat{Y}$ for $\alpha \in [0, 1]$, and that there is a conjugate system $T : X \to X$ with conjugacy map $\Phi$ s.t. $\psi_\alpha \circ \Phi$ which is a linear coarse graining. Then, the information flow of the $m$-th order coarse graining $\psi_\alpha^m$ has a local minimum in $\alpha$ if it is a boundary point or $\alpha \mapsto H(\alpha)$ is constant on $[\alpha]$. 
If we combine these results with II.3 we obtain a nice description of the local minima of the information flow if the dynamics are induced by a unimodular map and the family of coarse-grainings comes from the partition threshold technique.

**Corollary III.5.** Let $T : [0, 1] \to [0, 1]$ be a unimodular map conjugate to a unimodular one with linear slopes and $\phi_\alpha : [0, 1] \to [0, 1]$ the coarse-grainings obtained from the threshold technique. The local minima of the information flow of the $m$-th order coarse grainings $\phi_\alpha^m$ are elements of the set $S^m$, i.e., the set of all periodic points with period less or equal to $m$ or local extrema of the maps $T^s$ with $s \leq m$.

The previous corollary provides a characterization of the local minima of the information flow if the multilevel dynamical system comes from a unimodular map and the coarse-grainings are obtained from the partition threshold technique and its $m$-th orders, respectively. Unfortunately, being an element of the set $S^m$ is only a necessary condition for the information flow to be minimal in this point but not sufficient.

**Example III.2.** Let $T_c : [0, 1] \to [0, 1]$ be a skewed version of the full tent map, that is, we define

$$T_c(x) = \begin{cases} 1 - \frac{1}{c}x & \text{if } x \in [0, c] \\ 1 - \frac{1}{1-c}(x-c) & \text{else} \end{cases}$$

for a parameter $c \in (0, 1)$. The choice $c = 1/2$ yields the tent map. We compute the information flow of the 1-st order coarse-graining, that is, the 1-st order proxy $H(s_0|s_1)(\alpha)$ of the entropy rate. The value of the joint distribution $p((s_1, s_0), \alpha)$ of the different symbol sequences $(s_1, s_0) \in \{0, 1\}^2$ for different partition thresholds $\alpha \in [0, 1]$ is listed in the following table.

<table>
<thead>
<tr>
<th>$p(0,0)$</th>
<th>$p(1,0)$</th>
<th>$p(0,1)$</th>
<th>$p(1,1)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha \leq 1/(2-c)$</td>
<td>$\alpha c$</td>
<td>$\alpha(1-c)$</td>
<td>$1 - \alpha$</td>
</tr>
<tr>
<td>$\alpha &gt; 1/(2-c)$</td>
<td>$2\alpha - 1$</td>
<td>$1 - \alpha$</td>
<td>$1 - \alpha$</td>
</tr>
</tbody>
</table>

From these joint distributions one obtains the conditional information $H(s_0|s_1)(\alpha)$. Since the skewed tent maps are full, that is, $T_c(c) = 1$, the only minima and maxima of $T_c$ are 0 and 1. Hence, the only possible candidate for a local minimum of the information flow is the fixed point of $T_c$ which is $c_0 = 1/(2-c)$. One can check analytically that $c_0$ provides a local minimum of the information flow if and only if $c \leq 1/2 + 1/2\sqrt{1/5}$. The conditional entropy $H(s_0|s_1)(\alpha)$ whose properties were thoroughly investigated in $^1$ is plotted for different values of $c$ in Fig. (2) by a unimodular map $T : [0, 1] \to [0, 1]$. So far we have considered coarse-grainings obtained from symbol sequences $s \in \{0,1\}^m$ of finite length only. This section tackles symbol sequences of infinite length, that is, for a given partition threshold $\alpha \in [0, 1]$ we define the coarse-graining $\phi_\alpha^N : [0, 1] \to \Sigma_2 = \{0, 1\}^\mathbb{N}$ via

$$\phi_\alpha^N(x) = (s_0, s_1, \ldots, s_m, \ldots) = (\phi_\alpha(x), T \circ \phi_\alpha(x), \ldots, T^m \circ \phi_\alpha(x), \ldots).$$

The dynamics on $\Sigma_2$ induced by $T : [0, 1] \to [0, 1]$ is the shift operator which maps $s_\mathbb{N} \in \{0,1\}^\mathbb{N}$ onto $s_\mathbb{N}'$ s.t. $s_n' = s_{n+1}$ for all $n \geq 0$.

In order to derive insights for this limit case of the scenario considered in the previous sections, it is intriguing to think of an infinite symbol sequence $\phi_\alpha^\mathbb{N}(x)$, induced by a point $x \in [0, 1]$ and a choice $\alpha \in [0, 1]$, as an infinite sequence of coin tosses, where head indicates that the point $x$ is mapped to the right of $\alpha$ and tail to the left of it. The results of the second subsection then mean that for certain choices of the partition threshold $\alpha$ some sequences of heads and tails may not appear at all. Assuming ergodicity of the unimodular map allows for estimating the frequency of 1s and 0s in such an infinite sequence.

**Proposition IV.1.** Let $T : [0, 1] \to [0, 1]$ be ergodic. For almost all $x \in [0, 1]$ the image $\phi_\alpha(x)$ is a sequence where 0s occurs with frequency $\alpha$.

**Proof.** From Birkhoff’s ergodicity theorem it follows that

$$\frac{1}{n} \sum_{n=0}^{\infty} \phi_\alpha \circ T^n(x) = \int \phi_\alpha(y) dy = 1 - \alpha$$
and the sum on the left hand side counts precisely the frequency of 1s in the image \( \phi^N_\alpha(x) \).

The result might indicate that the infinite symbol sequence results from a coin toss with a biased coin. This actually does not hold true because the sequence \( (s_n)_n \) is not independent in general.

With the notation of definition II.2, the entropy rate \( h(T, \alpha) \) for the partition induced by \( \alpha \in [0, 1] \) is the limit

\[
\lim_{m \to \infty} H(s_0|s_1, \ldots, s_{m+1})(\alpha) \quad \text{(IV.1)}
\]

of the conditional entropies \( H(s_0|s_1, \ldots, s_{m+1})(\alpha) \), that is, the uncertainty left about the the initial state \( s_0 \) if the future trajectory \( s_1, \ldots, s_{m+1} \) of length \( m + 1 \) is known.

If the symbol dynamics \( s_n \to s_{n+1} \) result from an i.i.d. process  - like for a coin toss, the conditional entropy \( H(s_0|s_1, \ldots, s_{m+1})(\alpha) \) is \( H(s_0)(\alpha) \) because no information about the initial state \( s_0 \) can be derived from the subsequent outcomes \( s_1, \ldots, s_{n-1} \). Hence, the entropy rate \( h(T, \alpha) \) is \( H(s_0)(\alpha) \) as well. This does not hold in general as one can read off Fig. (3) where a proxy of the entropy rate \( h(T, \alpha) \) and the difference \( H(s_0)(\alpha) - h(T, \alpha) \) is plotted when \( T : [0, 1] \to [0, 1] \) is the full tent map, i.e., \( T(x) = 2x \) if \( x \leq 1/2 \) and \( T(x) = 2 - 2x \) else.

The difference \( H(s_0)(\alpha) - h(T, \alpha) = I(s_0 : s_1, s_2, \ldots) \) is the mutual information between the future trajectory \( s_1, s_2, \ldots \) of the symbol sequence \( s^N = (s_0, s_1, s_2, \ldots) \in \Sigma_2 \) and its initial state \( s_0 \), i.e., the memory of the sequence about its original state \( s_0 \). Since this difference is greater than 0 except for \( \alpha = 0, 1/2, 1 \), the sequences \( s^N \in \phi^N_\alpha([0, 1]) \) in the image of the symbol map have a memory in contrast to a sequence that results from simply tossing a biased coin.

From lemma III.3 we know that the information flow \( I(s_{n+1}^m : x_{|s_n^m})(\alpha) \) of the macro-dynamics are even not attainable, that is, which sequences in the image \( \phi^N_\alpha([0, 1]) \subset \Sigma_2 \). We speculate that the support \( \phi^N_\alpha([0, 1]) \) of the macro-dynamics are even not Turing computable: there are \( \alpha \in [0, 1] \) for which one cannot decide whether an infinite sequence \( s \in \Sigma_2 \) is an element of \( \phi^N_\alpha([0, 1]) \) or not. A similar result is already known for the logistic maps of different heights, see\(^{11} \).

Even though we have not been able to prove this result we could at least prove (see the appendix for details) that the support \( \phi^N_\alpha([0, 1]) \) is at least uncountable when the map \( T \) is only assumed to be ergodic but also weakly mixing - see\(^{23} \) for a precise definition.

FIG. 3. The entropy rate \( h(T, \alpha) \) computed as 7-th order proxy \( H(s_0|s_1, \ldots, s_7)(\alpha) \) and the memory \( H(s_0)(\alpha) - h(T, \alpha) \) of a sequence where \( T : [0, 1] \to [0, 1] \) is the tent map.

V. CONCLUSIONS

First, as far as we know, the present paper provides the first general treatment of non-generating partitions of unimodular maps. Previous papers - see\(^{14,2} \) - provide only numerical computations for the full tent map. Second, we uncovered a close relationship between the phenomenon of forbidden sequences and the local minima of the information flow, a closure measure proposed in\(^{15} \) in
order to detect emergent levels in multilevel dynamical systems. Third, we considered also infinite binary sequences which are popular among mathematicians in order to study the underlying chaotic dynamics driven by a unimodular map (see\textsuperscript{9}). We could interpret the entropy rate as the information flow from the lower level, the time-discrete dynamics driven by the unimodal map, to the macro level, the infinite binary sequences and their dynamics defined via the shift map.

But there is still much work left. First, we believe that theorem II.3 can be improved: the equivalence classes \([a]\) are not only unions of intervals whose boundaries are in the set \(S^m\) but consist only of a single interval whose boundaries are adjacent elements in the set \(S^m\). If we could prove this, we would be able to show that in the limit \(m \to \infty\), that is, in the case of infinite symbolic dynamics on the space \((0,1)^N = \Sigma_2\), we have \(\phi^N_\alpha([0,1]) \neq \phi^N_\beta([0,1])\) for all \(\alpha \neq \beta\). This would imply that the family of supports \((\phi^N_\alpha([0,1]))_{\alpha \in [0,1]}\) is uncountable and due to similar reasons as in\textsuperscript{11} no longer Turing computable for all \(\alpha \in [0,1]\). Second, these results would provide insights into the predictive efficiency\textsuperscript{19} of the coarse-grainings \((\phi_\alpha)_{\alpha \in [0,1]}\), because they suggest that this information measure is already incomputable in the simple case that the multilevel dynamical systems is defined by a unimodular map and coarse-grainings induced by the partition threshold technique.
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Appendix A: Proofs of the results

Proof. Lemma II.1 For all \(s = (s_m, \ldots, s_0) \in \{0,1\}^{m+1}\) we have

\[ A(s, \alpha) = \bigcap_{k=0}^{m} (\phi_\alpha \circ T^k)^{-1}(s_k) . \]

But we have either \((\phi_\alpha \circ T^k)^{-1}(s_k) = T^{-k}([0,1])\) or \((\phi_\alpha \circ T^k)^{-1}(s_k) = T^{-k}(\alpha, 1)\). Let \(\gamma_0 < \ldots < \gamma_r\) be the elements of the set \(T^{-k}(\alpha) \cup \{0,1\}\). Then we have

\[ (\phi_\alpha \circ T^k)^{-1}(s_k) = \begin{cases} \bigcup_{j=0}^{r} (\gamma_{2j}, \gamma_{2j+1}) & \text{if } s_k = \epsilon \\ \bigcup_{j=0}^{r} (\gamma_{2j+1}, \gamma_{2j+2}) & \text{if } s_k = \epsilon + 1 \mod 2 \end{cases} \]

where \(\epsilon \in \{0,1\}\) has to be chosen adequately. Hence, \((\phi_\alpha \circ T^k)^{-1}(s_k)\) is a disjoint union of intervals whose boundary points are elements of \(T^m(\alpha)\). Since the intersection of intervals yields a (possibly empty) interval again, the same holds true for the support \(A(s, \alpha)\).

Assume further that there is an interval \((a, b) \subset A(s, \alpha)\) which contains an element of \(\gamma \in T^m(\alpha)\). There is a \(k \leq m\) s.t. \(\gamma \in T^{-k}(\alpha)\). This implies not only \(\lambda(T^{-k}([0,1]) \cap (a, b)) > 0\) but also \(\lambda(T^{-k}(\gamma) \cap (a, b)) > 0\). But we have \(\phi_\alpha \circ T^k(a, b) = s_k\), which is either 0 or 1 - a contradiction.

\[ \square \]

Proof. Lemma II.2 Let us assume the opposite. Then there is an \(s = (s_m, \ldots, s_0) \in \{0,1\}^{m+1}\) and an \(a_0 \in [0,1]\) s.t. \(\alpha \mapsto p(s, \alpha)\) is not left- or right-continuous at \(a_0\). We assume the first case, the second can be disproved analogously. Then there is a monotonically increasing sequence \((a_n)_{n \in \mathbb{N}}\) converging to \(a_0\) s.t. \((p(s, a_n))_{n \in \mathbb{N}}\) does not converge to \(p(s, a_0)\).

Define the monotonically increasing sequence of functions \(f_n^{0,k} = \phi_{a_n} \circ T^k\). From the monotone convergence theorem, we obtain the existence of a measurable function \(f \leq 1\) s.t. \(f_n^{0,k} \to f^{0,k}\) a.s. and

\[ \int f_n^{0,k} \, d\lambda \to \int f^{0,k} \, d\lambda \tag{A.1} \]

for all \(k \geq 0\). We define \(f_n^{1,k} = 1 - f_n^{0,k}\) and \(f_n^{1,k} = 1 - f^{0,k}\) for all \(k\) and \(n\). Define \(A_k^\alpha = (f_n^{m,k})^{-1}(s_k)\), \(A^k = (f_k^{0,k})^{-1}(s_k)\) and \(B^k = (\phi_\alpha \circ T^k)^{-1}(s_k)\). \((A_k^\alpha)_{n \in \mathbb{N}}\) is an increasing or decreasing sequence of sets if \(s_k = 0\) or \(s_k = 1\), respectively. Eq. (A.1) provides \(\bigcup_n A_k^\alpha = A^k\) or \(\bigcap_n A_k^\alpha = A^k\) a.s. if \(s_k = 0\) or \(s_k = 1\), respectively. Assume that for all \(k\) the symmetric differences \(A^\alpha \Delta B^k\) are sets of measure zero. This implies \(\lambda(A^\alpha \Delta B^k) \to 0\) for \(n \to \infty\). Since \(\lambda(\bigcap_k B^k) = p(s, a_0)\) and \(\lambda(\bigcap_k A_k^\alpha) = p(s, a_n)\) this implies \(p(s, \alpha_n) \to p(s, a_0)\) - a contradiction. Hence, there is a \(k_0\) s.t. \(\lambda(A^{k_0} \Delta B^{k_0}) > 0\). We assume that \(s_{k_0} = 0\). Then \(A^{k_0} \subset B^{k_0}\) and \(\phi_{a_0} \circ T^{k_0} = f_n^{0,k}\) does not converge a.s. to \(\phi_0 \circ T^{k_0}\). This implies \(\lambda(T^{-k_0}(\alpha)) > 0\) which is not possible because \(T\) is a unimodal map which implies that \(T^{-k_0}(\alpha)\) consists of at most \(2^{k_0}\) points.

\[ \square \]

Proof. Theorem II.3 If \([\alpha] = \emptyset\), there is nothing to prove. Hence, we assume \([\alpha] \neq \emptyset\). This implies in particular that \(\alpha \neq \epsilon\) for \(\epsilon \in \{0,1\}\) because in both cases we get \([\epsilon] = \{\epsilon\}\). Since \([\alpha]\) is an open subset of \([0,1]\) there is a sequence of open intervals \((I_m = (a_m, b_m))_m\) s.t. \([\alpha] = \bigcup_m I_m\). Consider an interval \(I_m = (a_m, b_m)\) s.t. \(b_m < 1\). For all \(n \in \mathbb{N}\) there is a \(\beta_n \in [0,1] \setminus [\alpha]\) s.t. \(\beta_n < b_n < 1/n\). For every \(n \in \mathbb{N}\), there exists a sequence \(a_n \in (0,1)^m\) s.t. \(p(a_n, \beta_n) > 0\) for all \(\beta \in I_m\) and \(p(a_n, \beta_n) = 0\) or \(p(a_n, \beta_n) > 0\) and \(p(a_n, b_m) = 0\), respectively. Since there are only finitely many sequences we can assume - choosing a proper subsequence - that all sequences \(a_n\) are the same sequence \(a\). In both cases we obtain a sequence \((a_n)_{n \in \mathbb{N}}\) converging to \(b_m\) s.t. \(p(a, a_n) > 0\) for all \(n \in \mathbb{N}\) and \(p(a, b_m) = 0\). In the first case, this sequence is taken from the interval \(I_m\) in the second case, we simply set \(a_n = \beta_n\) for all \(n\). From II.1 we know that the support \(A(a, a_n)\) of the
sequence $a$ is a non-empty disjoint union of intervals with endpoints contained in $T^m(\alpha_0)$. Hence for all $n \geq 1$ there is a pair $(r_n, s_n)$ with $r_n, s_n \in \{0, \ldots, m\}$ s.t. $(\gamma^n_0, \gamma^n_1) \subset A(a, \alpha_0)$ with $\gamma^n_0 \in T^{-r_n}(\alpha_n)$ and $\gamma^n_1 \in T^{-s_n}(\alpha_n)$. Since $\{0, \ldots, m\}^2$ is a finite set, we can choose a subsequence of $(\alpha_n)_n$, which we again denote with $(\alpha_{n})_n$, s.t. $(r_n, s_n) = (r, s)$ for all $n$ and fixed $r$ and $s$. W.L.O.G. we assume $r \leq s$ which implies $T^{s-r}(\alpha_n) = T^s(\gamma^n_1) \subset I$ for all $n$. But $A([\gamma^n_0, \gamma^n_1]) \leq p(a, \alpha_0) \rightarrow 0$ implies $\gamma^n_0 - \gamma^n_1 \rightarrow 0$ for $n \rightarrow \infty$. Since $[0, 1]$ is compact there is a convergent subsequence of $(\gamma^n_n)_n$, which we again denote by $(\gamma^n_n)_n$, with limit $\gamma$. Hence, also $\gamma^n_n$ converges to $\gamma$. This implies

$$T^{s-r}(b_m) = \lim_{n \rightarrow \infty} T^{s-r}(\alpha_n) = \lim_{n \rightarrow \infty} T^s(\gamma^n_0) = T^s(\gamma) = \lim_{n \rightarrow \infty} T^s(\gamma^n_1) = \lim_{n \rightarrow \infty} \alpha_n = b_m. \tag{A.2}$$

If $s > r$, this implies that $b_m$ a periodic point with period less or equal to $s - r$. Suppose $r = s$. Then $T^s(\gamma^n_0) = T^s(\gamma^n_1) = \alpha_n$. From lemma II.1, it follows that the preimages $\gamma^n_0, \gamma^n_1$ are adjacent in $T^m(\alpha_0)$. This implies that $[\gamma^n_0, \gamma^n_1]$ contains either a local minimum or a maximum of $T^s$ for all $n$. Since there are only finitely many of them we can assume, by choosing a subsequence, that it is the same local extremum for all $n$. But Eq. (A.2) implies in this case that $b_m$ is precisely this local extremum of $T^s$.

The proof that the lower bound $a_m$ of the interval $I_m$ is an element of $S^m$ works analogously. \qed

Proof. Theorem III.2 Suppose $\alpha_0 \in [0, 1]$. Then there is an $\epsilon > 0$ s.t. $p(s, \alpha_0) > 0$ for a sequence $s \in \{1, \ldots, r - 1\}^{m+1}$ implies $p(s, \beta) > 0$ for all $\beta \in I = [\alpha_0 - \epsilon, \alpha_0 + \epsilon]$. Let $A \subset \{0, \ldots, r - 1\}^{m+1}$ be the collection of all those sequences. If $a = (a_0, \ldots, a_0)$, we define $s = (s_m, \ldots, s_0)$. The functions $p(s, \beta)$ and $\beta \rightarrow p(\hat{s}, \beta)$ depend linearly on $\beta$ and have for $I$ values different from zero if and only if $s \in A$. Since $I$ is compact there is a $\gamma > 0$ s.t. $p(s, \beta), p(\hat{s}, \beta) > \gamma$ for all $\beta \in I$ and $s \in A$. This implies that the conditional entropy $\beta \rightarrow H(\beta)$ is smooth on $I$ and therefore differentiable in $\alpha_0$. If we take the derivative we obtain

$$H'(\beta) = -\sum_{i} p'(s) \log p(s|\hat{s}) + \frac{p(s)}{p(\hat{s})} \cdot p'(\hat{s}|\hat{s})$$

$$= -\sum_{i} p'(s) \log p(s|\hat{s}) + \frac{p(s)}{p(\hat{s})} p'(\hat{s})$$

$$= -\sum_{i} p'(s) \log p(s|\hat{s}) \sum_{\hat{s}} \frac{p(s)}{p(\hat{s})} \sum_{i=0}^{r-1} p(s_{i} = i|\hat{s}) = 0.$$

But $\sum_{\hat{s}}^{r-1} p(s_{i} = i|\hat{s}) = 1$ for all $\beta$, hence $\sum_{i=0}^{r-1} p'(s_{i} = i|\hat{s}) = 0$ and the second term vanishes. Computing the second derivative, we firstly observe that the linearity of $p(s)$ yields $p''(s) = 0$ and therefore

$$H''(\beta) = -\sum_{i} p''(s) \frac{p'(s|\hat{s})}{p(\hat{s})}$$

$$= -\sum_{i} \frac{p''(s)}{p(\hat{s})} p'(s) \frac{p(s)}{p(\hat{s})}$$

$$= -\sum_{i} \frac{p''(s)}{p(\hat{s})} p'(s) \frac{p(s)}{p(\hat{s})}$$

$$= -\sum_{i} \frac{p''(s)}{p(\hat{s})} p'(s) \frac{p(s)}{p(\hat{s})}$$

$$= -\sum_{i} \frac{p''(s)}{p(\hat{s})} p'(s) \frac{p(s)}{p(\hat{s})}$$

$$= -\sum_{i} \frac{p''(s)}{p(\hat{s})} p'(s) \frac{p(s)}{p(\hat{s})}$$

$$= -\sum_{i} \frac{p''(s)}{p(\hat{s})} p'(s) \frac{p(s)}{p(\hat{s})}$$

$$= -\sum_{i} \frac{p''(s)}{p(\hat{s})} p'(s) \frac{p(s)}{p(\hat{s})}$$

$$= -\sum_{i} \frac{p''(s)}{p(\hat{s})} p'(s) \frac{p(s)}{p(\hat{s})}$$

and the last term is zero if

$$p'(s, s_0 = i) = \frac{p'(s, s_0 = j) \cdot p(s, s_0 = j)}{p(s, s_0 = i)}$$

for all $i, j = 0, \ldots, r - 1$.

This implies

$$p'(\hat{s}) = \sum_{i} p'(s_0 = i) = \sum_{i} \frac{p'(s, s_0 = i)}{p(s, s_0 = i)} p(s, s_0 = i) = \frac{p'(s, s_0 = j)}{p(s, s_0 = j)} \sum_{i} p(s, s_0 = i) = \frac{p'(s, s_0 = j)}{p(s, s_0 = j)} p(s).$$
for all \( j = 0, \ldots, r - 1 \) and \( \hat{s} \). Hence, we obtain

\[
p'(s|\hat{s}) = \frac{p'(s|\hat{s})}{p(s|\hat{s})} = \frac{p'(s, s_0 = j)p(s) - p(s, s_0 = j)p'(\hat{s})}{p^2(s)} = 0.
\]

for all \( s \). But we have \( p(s|\hat{s}) = f(\beta)/g(\beta) \) for two functions \( f \) and \( g \) which are linear in \( \beta \). This implies

\[
p'(s|\hat{s}) = \frac{f'(\beta)g(\beta) - g'(\beta)f(\beta)}{g^2(\beta)}
\]

where the numerator does no longer depend on \( \beta \). Hence, the existence of a single point \( \alpha_0 \) where the derivative \( p'(s|\hat{s}) \) is zero implies that \( f'(\beta)g(\beta) = g'(\beta)f(\beta) \) for all \( \beta \in I \). This proves that \( p(s|\hat{s}) = \frac{f'(\beta)}{g'(\beta)} \in \mathbb{R} \) is constant for all \( \beta \in [\alpha] \) and sequences \( s \). Hence, the first derivative \( H'(\beta) \) of the conditional entropy is constant and the entropy \( H(\beta) \) itself is a linear function in \( \beta \). \( \square \)

**Proof.** Continuity of the entropy rate in \( \alpha \): Let \( \alpha < \beta \in [0,1] \). We denote by \( A_\alpha = \{0, 1\} \) and \( A_\beta = \{0,\beta\} \) the partitions induced from the thresholds \( \alpha \) and \( \beta \). Due to corollary 4.12.1 in \( 23 \) we have \( |h(T, \alpha) - h(T, \beta)| \leq H(A_\alpha|A_\beta) + H(A_\beta|A_\alpha) \) where \( H(A_\alpha|A_\beta) \) denotes the entropy of the partition \( A_\alpha \) conditioned on the partition \( A_\beta \) and analogously \( H(A_\beta|A_\alpha) \). This implies

\[
H(A_\alpha|A_\beta) + H(A_\beta|A_\alpha) = -\alpha \log \left( \frac{\alpha}{\beta} \right) - (\beta - \alpha) \log \left( \frac{\beta - \alpha}{\beta} \right)
\]

\[
- (\beta - \alpha) \log \left( \frac{1 - \alpha}{1 - \beta} \right) - (1 - \beta) \log \left( \frac{1 - \beta}{1 - \alpha} \right)
\]

which converges to 0 if \( \alpha \to \beta \). \( \square \)

**Proof.** The image \( \phi_\alpha^n([0,1]) \) is uncountable: Since \( T \) is weakly mixing we obtain from theorem 1.24 in \( 23 \) that \( T \times T \) is ergodic. From theorem 1.7 in \( 23 \) we obtain the existence of a set \( A \subset [0,1] \times [0,1] \) s.t. \( \lambda(A) = 1 \) and for all \( (x, y) \in A \) the orbit \( (T^n(x), T^n(y))_{n \in \mathbb{N}} \) is dense in \( [0,1] \times [0,1] \).

Suppose that the image \( \phi_\alpha^n([0,1]) = \{s_n : n \in \mathbb{N}\} \subset [0,1]\) is countable for an \( \alpha \in (0,1) \). We denote by \( A_{\alpha} = \phi^{-1}_\alpha(s_n) \) the domain of the symbol \( s_n \) for all \( n \in \mathbb{N} \). The set \( \{A_n : n \in \mathbb{N}\} \) is a partition of the set \( [0,1] \) and from \( \sigma \)-additivity, it follows that

\[
\sum_{n \in \mathbb{N}} \lambda(A_n) = \lambda([0,1]) = 1
\]

which implies the existence of an integer \( i \in \mathbb{N} \) s.t. \( \lambda(A_i) > 0 \). This implies \( \lambda(A \cap A_i \times A_i) = \lambda(A_i)^2 > 0 \). This implies that the intersection \( A \cap A_i \times A_i \) is not empty. Let \( (x, y) \in A \cap A_i \times A_i \). Since the orbit \((x, y)\) is dense in \([0,1] \times [0,1] \) there is an \( n \in \mathbb{N} \) s.t.

\[
T^n(x), T^n(y) \in (0, \alpha) \cup (\alpha, 1).
\]

Hence, \( \phi_\alpha \circ T^n(x) = 0 \) and \( \phi_\alpha \circ T^n(y) = 1 \) and \( \phi_\alpha(x) \neq \phi_\alpha(y) \) which contradicts the fact that \( x, y \in A_i \), that is, \( \phi_\alpha(x) = \phi_\alpha(y) \). \( \square \)