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Abstract

We present a method for deriving shape space parameters that are consistent with immuno-
logical data, and illustrate the method by deriving shape space parameters for a model of
cross-reactive memory. Cross-reactive memory responses occur when the immune system is
primed by one strain of a pathogen and challenged with a related, but different, strain. Much
of the nature of a cross-reactive response is determined by the quantity and distribution of the
memory cells, raised to the primary antigen, that cross-react with the secondary antigen. B
cells with above threshold affinity for an antigen lie in a region of shape space that we call a
ball of stimulation. In a cross-reactive response, the intersection of the balls of stimulation
of the primary and secondary antigens contains the cross-reactive B cells and thus determines
the degree of cross-reactivity between the antigens. We derive formulas for the volume of
intersection of balls of stimulation in different shape spaces, and show that the parameters of
shape space, such as its dimensionality, have a large impact on the number of B cells in the
intersection. The application of our method for deriving shape space parameters indicates that,
for Hamming shape spaces, twenty to twenty-five dimensions, a three or four letter alphabet,
and balls of stimulation of radius five or six, are choices that match the experimental data. For
Euclidean shape spaces, five to eight dimensions and balls of stimulation with radius about
twenty percent of the radius of the whole space, match the experimental data.
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1 Introduction

Cross-reactive memory is observed when an individual develops memory to one strain of a pathogen
and is challenged with a related strain. Vaccination with cowpox to protect against smallpox is
an example of an early use of cross-reactive memory (Jenner, 1798; Ada, 1993). Cross-reactive
memory also occurs in the natural immune response to pathogens that mutate. Francis (1953)
observed that the immune response to influenza was often a recall of the response to a prior
influenza infection. Fazekas de St. Groth & Webster (1966) studied this phenomenon and called
it “original antigenic sin”. Their work, and that of others (Deutsch & Bussard, 1972; Gerhard,
1978; Yarchoan & Nelson, 1984), revealed that some memory cells specific for the primary antigen
were also cross-reactive with the secondary antigen. Cross-reactive memory is often useful in that
memory to a one strain of a pathogen can protect against other strains. It has also been suggested
that memory to the primary antigen may be maintained by challenge with cross-reactive antigen
(Angelova & Shvartsman, 1982; Matzinger, 1994). However, cross-reactive memory can also
be a problem because memory cells highly specific for the secondary antigen are not formed if
the antigen is cleared too quickly by memory cells of the primary antigen. The same effect can
potentially cause vaccine failure; a vaccine might be cleared by memory cells of a prior infection
without inducing memory to the vaccine components.

Most of the experimental work on cross-reactive memory has been performed using two strains
of a single organism, or two related haptens, as primary and secondary antigens. Experiments
on more than two antigens would be useful in order to better understand, for example, sequential
infections with influenza (Angelova & Shvartsman, 1982), pathogenesis of HIV and multivalent
vaccine design. We have developed a model and computer simulation of cross-reactive memory
in order to perform in machina multi-antigen experiments with the goal of helping to understand
the immune response to mutating pathogens and sequential multivalent vaccines. An advantage of
computer simulations is that all of the data in the simulation are easily measured; a disadvantage is
that the simulation may omit or distort important aspects of the system being modeled. We describe
some of our efforts to calibrate a model with immunological data to make it closer to the in vivo
reality.

Much of the character of a cross-reactive response is determined by the quantity and distribution
of the population of memory cells, raised to the primary antigen, that also react with the secondary
antigen. Figure 1 shows that if we consider the cells that respond to the primary and secondary
antigens as sets, then the cells that react with both antigens, the cross-reactive cells, lie in the
intersection of the sets. If the antigens are closely related, then there are a large number of cells in
the intersection and there will probably be a strong cross-reactive response. If the antigens are less
closely related, then the number of cells in the intersection is small, and there will probably be only
a weak cross-reactive response. Because the number and distribution of cells in the intersection
plays a significant role in the cross-reactive response, it warrants careful study in a model being
used to study cross-reactive responses. We would like to know how the intersection varies as a
function of the antigenic differences between the primary and secondary antigen. The number of
cells in the intersection will depend on how we choose to model antibody-antigen interactions, and
what parameters values we choose for this aspect of the model. In this paper we derive parameters,
from experimental data, for a model of cross-reactive memory.
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Figure 1: The cells that cause a cross-reactive response are those in the intersection of the
set of cells stimulated by the primary antigen and the set of cells stimulated by the secondary
antigen.

2 Shape Space Model of Antibody-Antigen Interactions

Antibody-antigen binding affinity1 is based on complementarity between regions on the antigen
and antibody. An abstract model of this was introduced by Perelson & Oster (1979). In this model
antibodies and antigens are considered as points in a “shape space” and the distance between an
antibody and an antigen is a measure of their affinity for each other. Thus, antibodies within
an affinity cutoff for clonal selection by an antigen form a ball in shape space that Perelson &
Oster (1979) call a ball of stimulation. In a cross-reactive response each antigen forms a ball and
the intersection of the balls contains the cross-reactive antibodies, thus determining the degree of
cross-reactivity between the antigens. Consequently, the Venn diagram representation in Figure 1
can also be interpreted as a shape space diagram.

In order to make shape space more quantitative Perelson & Oster (1979) represented the “general-
ized shape” of antibodies and antigens with a set of real valued coordinates �a1� a2 � � � an�. Thus,
mathematically, each antibody and antigen could be regarded as a point in an n-dimensional real-
valued space. Perelson & Oster (1979) also related the affinity between an antigen and antibody to
the distance between them, which they measured as the square root of the sum of the squares of the
distances between the values in each dimension. For example if the coordinates of an antibody are
�a1� a2 � � � an� and the coordinates of an antigen are �b1� b2 � � � bn�, then the distance between them
is
p �

�a1 � b1�
2 � �a2 � b2�

2 � � � �� �an � bn�
2�. Shape spaces that use real-valued coordinates, and

that measure distance this way, are called Euclidean shape spaces (Segel & Perelson, 1988; DeBoer

1We refer to the binding of antibodies and antigen, however, this analysis could also be applied to the binding of
the T cell receptor with antigen presented on MHC.
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et al�, 1992).

An alternative to Euclidean shape space is Hamming shape space, in which antigens and antibodies
are represented as sequences of symbols (Farmer et al�, 1986; DeBoer & Perelson, 1991; Seiden
& Celada, 1992; Weisbuch & Oprea, 1994; Hightower et al�, 1995; Perelson et al�, 1996; Detours
et al�, 1996). Such sequences can be can loosely interpreted as peptides and the different symbols
as properties of either the amino acids or of equivalence classes of amino acids of similar charge
or hydrophobicity. The mapping between sequence and shape is not fully understood, so for the
purposes of this paper we assume that sequence and shape are equivalent. This assumption is
reasonable in some situations (Champion et al�, 1975). In order to measure the affinity between
sequences we need to define what symbols are complementary. Any choice is equivalent mathemat-
ically, hence for simplicity we choose symbols to be complementary to themselves. For example,
let CADBCADB be an antigen and CBDBCDDB an antibody, these are “complementary” in six out
of eight places, and thus have a reasonably high affinity for each other. Shape spaces which measure
contiguous complementary symbols (Percus et al�, 1993), or use other rules for complementarity
between symbol sequences (Weisbuch & Oprea, 1994; Detours et al�, 1996), have also been used.

A shape space will have different properties depending on the number of dimensions, n, the radius
of a ball of stimulation, r, and, in the case of Hamming shape space, on the number of symbols in
each dimension, k. As an example of how some properties are sensitive to n� k and r, Figure 2 plots
the volume of the intersection of two balls of stimulation, as a function of the sequence difference
between the antigens. The formula for the intersection volume is derived in appendix A. Thus, in
a model where the volume of the intersection is important, as in a model of cross-reactive memory,
shape space parameters must be chosen carefully.

3 The Method and its Application

The method of deriving shape space parameters from immunological data consists of the fol-
lowing steps: (i) determine properties that are important to represent correctly in the model, (ii)
estimate data values, from immunological experiments, that characterize these properties, (iii) de-
rive equations for these data values as a function of the parameters of the model, (iv) equate the
immunological data values with the model equations, and (v) solve the equations for the model
parameters. For a model of cross-reactive memory, an important property to represent correctly is
cross-reactivity, and the ideal data values would be the number of B cells in the intersection of the
balls of stimulation of antigens of varying sequence differences.

When the sequence difference is zero, the intersection volume is the volume of a ball of stimulation.
What has been measured experimentally is the proportion of B cells that respond to an antigen,
and from this we can estimate the absolute number of B cells in a ball of stimulation. Estimates
for the proportion, Pexp, range from 10�5 to 10�4 (Edelman, 1974; Nossal & Ada, 1971; Jerne,
1974). The equation from the model for the proportion, P , of B cells responding, is volume of a
ball of stimulation divided by the volume of the space. Equating the experimental data values and
the formula from the Hamming space model we haveP

0�i�r

�
n
i

�
�k � 1�i

kn
� 10�5 to 10�4� �1�
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Figure 2: Panels (a), (b) and (c) show that as n or k increase, or as r decreases, the intersection volume,
as a function of the sequence difference, falls off more quickly. Panel (a) shows that the binary alphabet,
k � 2, has an unusual property; every other increase in sequence difference does not cause a decrease in
the intersection volume (Kanerva, 1988). Panel (d) shows n� k� and r set at extreme values to illustrate
how much the curves can differ.

The size, S, of the shape space needs to be sufficiently large to be able to represent all possible
antibodies. Based on the number of gene segments used to encode antibodies, the number of
possible antibodies, Sexp is thought to be at least 1010 (Berek & Milstein, 1988; Lodish et al�,
1995). Including the effects of somatic hypermutation the number of possible antibodies is many
orders of magnitude higher (Lodish et al�, 1995); for example it might be as high as 1016. Again
equating the experimental data values and the formula from the model we have

kn � 1010 to 1016� �2�

Another data value that can be extracted from experiment is the sequence difference at which the
intersection volume of the balls of stimulation goes to zero, i.e. the sequence difference at which
two antigens no longer cross-react. We call this distance the “cross-reaction cutoff”. It is more
intricate than the above equations and is derived in the following subsection.
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3.1 Cross-Reaction Cutoff

The experimental data for the cross-reaction cutoff comes from two sources: East et al� (1980) and
Champion et al� (1975). East et al� (1980) primed rabbits2 with beef myoglobin and split them
into five groups. Each group received a second injection of myoglobin from one of beef, sheep,
pig, whale or chick. The antibody titer to beef myoglobin was plotted against the percent sequence
difference between the myoglobins given in the primary and secondary injections. These data are
almost ideal, but not quite. The antibody titer was measured at the peak of the secondary response,
however we need the number of cells at the beginning of the secondary response. These values
are related, but the dynamics of the immune response makes the relation complex. When there are
no cross-reactive antibodies, the relation is simple; we can assume there were no cross-reacting
cells at the beginning of the response, and thus determine the cross-reaction cutoff. East et al�
(1980) estimate this point, Cexp, to occur in the range of 33 to 42% sequence difference between
the primary and secondary antigens.

A second source of the data value for the cross-reaction cutoff comes from Champion et al� (1975).
In these experiments, seven groups of rabbits were primed with one of seven bacterial azurins. At
ten to twelve weeks the rabbits were boosted with the same strain they were primed with. At twenty
to twenty-five weeks the rabbits were boosted again on three successive days, with the same strain,
and then bled one week later and the antisera purified. Micro-complement fixation assays were
used to determine how well each antisera fixed complement to each of the heterologous azurins.
As with East et al� (1980), these data are almost ideal, but not quite. The problem is that the
distribution of antibodies is not uniform, as it has been biased by affinity maturation during the
hyperimmunization. In order to use these data we would need to know the bias due to affinity
maturation, and that is not available. We can however again determine the cross-reaction cutoff,
which this time is at 40% sequence difference between the antigens.

In order to properly match the model to the experimental cross-reaction cutoff, we need to take into
account that memory B cells are more easily stimulated than naive B cells. Fish et al� (1989) showed
that clonal expansion of memory B cells required a lower affinity antibody-antigen interaction than
clonal expansion of naive B cells. In their experiments, A/J mice primed with p-azophenylarsonate
(Ars) responded predominantly with clones derived from a single VH gene segment, VHIdCR, and
when primed with p-azophenylsulfonate (Sulf), no such clones were elicited. However, in mice
primed with Ars and challenged with Sulf, clones originally encoded by the VHIdCR were present.
We take this greater sensitivity of memory B cells into account by increasing the radius of the ball
of stimulation of the secondary antigen as shown in Figure 3. Thus, when we calculate the volume
of the intersection in the model, we must take the radius of the first (naive) ball of stimulation as r,
and the radius of second (memory) ball of stimulation as r �Mexp.

Two further factors need to be taken into account before relating the cross-reaction cutoff in
experiments with that in the model. First, vertebrate immune systems only express a portion of
their total number of possible B cell specificities at any one time. For the mouse, this number, the
expressed repertoire,Eexp, is in the range 107 to 5�107 (Köhler, 1976; Klinman et al�, 1976; Klinman
et al�, 1977). In contrast the formulas in the model give answers in terms of the number of all

2Values for our other parameters were taken from experiments in mice, however this parameter is taken from
experiments in rabbits.
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Figure 3: The extra sensitivity of memory B cells results in a ball of stimulation for the
secondary antigen that is larger than that of the primary antigen. The amount that the memory
ball of stimulation is greater than the naive ball of stimulation is the valueMexp as explained in
the main text.

possible B cell specificities. Second, an experiment might not be able to detect less than a critical
number of B cells in the intersection of balls of stimulation, whereas the model can detect a single
B cell. We take these factors into account by equating the ratio of the intersection volume and
shape space volume in the model, with the ratio of the number of B cells an experiment can detect
in the intersection (which we assume to be a single B cell specificity) and the size of the expressed
repertoire. Thus we have

I�n� k� r� rMexp� c�

kn
�

1
107 to 108

� �3�

where c ranges from 33 to 42% sequence difference, and where the intersection volume, I , is
defined in appendix A.

3.2 Solving for Shape Space Parameters

Given values from experiments for Mexp, Pexp, Eexp, Sexp and Cexp, equations 1 through 3 can be
solved3 for the Hamming shape space parameters n� k and r. For example, reasonable values to
choose from current immunological data areCexp � 0�33�0�42� Pexp � 10�5� Sexp � 1012�Mexp �

3We obtain solutions by considering k’s in the range 2 to 20, and for each k, derive n and r from equations 2 and 1
respectively, and accept solutions that give C between 0.33 and 0.42. Solutions are necessarily approximate because
only integer values make sense in a Hamming shape space.
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1�2 and Eexp � 107� which give shape space parameters fn � 20� k � 4� r � 5g or fn � 25� k �
3� r � 6g. Table 1 shows solutions for different values of the immunological data.

S � 1010 S � 1012 S � 1014 S � 1016

n� k � r n� k � r n� k � r n� k � r
6-13-3 5-17-5 4-23-7 4-27-9
7-12-3 6-15-5 5-20-7 5-23-8

E � 107 8-11-3 8-13-4 6-18-6 6-21-8
P � 10�5 9-13-4 7-17-6 8-18-7

10-12-4 8-16-6 9-17-7
M � 1�0 11-12-4

E � 108 3-21-4 3-25-6 3-34-10
4-17-3

P � 10�4 E � 107 2-33-6 2-47-10 2-53-13
E � 108 2-33-6 2-40-8 2-47-10
E � 107 3-21-4 3-25-6

P � 10�5 4-17-3 4-20-5
M � 1�2 E � 108 2-47-9 2-53-11

P � 10�4 E � 107 2-33-6 2-40-8 2-47-10
E � 108

Table 1: The values for k, n and r, that satisfy the immunological data, in a Hamming shape
space, for different values of Mexp, Pexp, Eexp and Sexp. Multiple entries indicated multiple
solutions and blank entries indicate no solutions.

4 Using the Same Method on Euclidean Shape Space

The method for deriving shape space parameters can be applied to other shape spaces, other
experimental data, and other properties we choose to satisfy. As an example, we now use the
method to derive parameters for Euclidean shape space.

After Perelson & Oster (1979), we place a limit on the magnitude of each shape space parameter
and normalize distances with respect to this distance, so that distances are in the range zero to one.
We use r̂ for the normalized radius and ĉ for the normalized cross-reaction cutoff.

For Euclidean shape space, equation 1 becomes

r̂n � 10�5 to 10�4� �4�

where the left hand side of this equation is derived at the end of appendix B, and equation 3 becomes

I�n� r̂� r̂M� ĉ�

Ball�n� 1�
�

1
107 to 108

� �5�

where ĉ ranges from 0.33 to 0.42, I is now the Euclidean intersection volume and Ball�n� 1� is
the volume of the n-dimensional Euclidean shape space normalized to radius 1; both quantities are
derived in appendix B.

8



C � 0�33 C � 0�36 C � 0�42
n�r̂ n�r̂ n�r̂

P � 10�5 E � 107 7/0.19 8/0.24 9/0.28
M � 1�0 E � 108 6/0.15 7/0.19 8/0.24

P � 10�4 E � 107 5/0.16 5/0.16 6/0.22
E � 108 5/0.16 5/0.16 6/0.22

P � 10�5 E � 107 7/0.19 7/0.19 8/0.24
M � 1�1 E � 108 6/0.15 7/0.19 7/0.19

P � 10�4 E � 107 5/0.16 5/0.16 6/0.22
E � 108 5/0.16 5/0.16 5/0.16

P � 10�5 E � 107 6/0.15 7/0.19 8/0.24
M � 1�2 E � 108 6/0.15 6/0.15 7/0.19

P � 10�4 E � 107 5/0.16 5/0.16 5/0.16
E � 108 4/0.10 5/0.16 5/0.16

Table 2: Solutions of equations 4 and 5, for the model parameters n and r̂, that satisfy the
immunological data in a Euclidean shape space, for different values of Mexp� Pexp� Eexp and
Cexp.

Solutions of equations 4 and 5 (Table 2) indicate that n, the number of dimensions, is not very
sensitive to the biological values; five to eight dimensions is about right for a Euclidean shape space
that satisfies the immunological data for a cross-reactive memory model. In general, the number
of dimensions increases as: Cexp increases, Eexp decreases, Pexp decreases, or Mexp decreases.

5 Discussion

The intersection volume between balls of stimulation for primary and secondary antigen encounters
plays an important role in cross-reactive memory responses. Choices of shape space parameters
have a significant effect on the intersection volume predicted by our model. Thus, care must
be taken when choosing shape space parameters. We have selected immunological data that are
important for a model of cross-reactive memory, and have shown how we can derive shape space
parameters from these data. A comparison of our findings for Euclidean and Hamming shape
spaces (Figure 4) shows agreement in the intersection volume at zero sequence difference and zero
intersection as would be expected as these were the data points that the equations were solved
for. However, the intersection volumes differ between these points. An experiment that gave
the intersection volume at 20% sequence difference would be useful in further determining the
appropriate choice of shape space parameters.

In prior work, Perelson & Oster (1979) estimated the number of dimensions for a Euclidean shape
space to be between five and ten. This agrees well with our calculations which suggest five to eight
dimensions (Table 2). Percus et al� (1993) used a variation on Hamming shape space in which the
complementary symbols had to be contiguous. Using self-nonself discrimination arguments, they
predicted about a fifteen symbol binding region for strings made from a three symbol alphabet, and
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Figure 4: A comparison of the intersection volume, as a function of sequence difference, for
a Euclidean and Hamming shape space. For both spaces, the shape space parameters were
derived from the immunological data Mexp � 1�2� Pexp � 10�5� Eexp � 107� Cexp � 0�42,
and, for Hamming space, Sexp � 1012.

a nineteen symbol binding region when the complementary symbols could be in two contiguous
regions. Here we find that a twenty symbol binding region, with a four symbol alphabet and balls
of stimulation of radius five, which gave a minimum binding region of fifteen symbols, or a twenty-
five symbol binding region, with a three symbol alphabet and balls of stimulation of radius six,
which gave a minimum binding region of nineteen symbols, to be consistent with immunological
data on cross-reactivity. X-ray crystallographic analysis has shown that a typical antibody-antigen
binding site is about seventeen amino acids (Amit et al�, 1986), and that there might some gaps in
the binding. This matches well with our derivation of a twenty symbol binding region, and a ball
of stimulation of radius five.

Segel & Perelson (1988) and DeBoer et al� (1992) simulated immunological processes in one
and two dimensional Euclidean spaces because it facilitated analysis and comprehension of the
dynamics. However, our calculations suggest that a Euclidean shape space between five and eight
dimensions is more consistent with the immunological data on cross-reactivity. Binary alphabets
are common when Hamming shape spaces are used. Seiden & Celada (1992) used a Hamming
space with a binary alphabet and eight to fourteen dimensions. This allowed them to express
the complete repertoire which was important for their experiments. Farmer et al� (1986) used a
binary alphabet and thirty-two dimensions, and Hightower et al� (1995) used a binary alphabet and
sixty-four dimensions. Binary alphabets with a multiple of thirty-two dimensions are an obvious
choice for the efficiency of computer simulations. However, binary alphabets have a stair-step
intersection volume, as shown in Figure 2a, and thus might not be a good choice for a model of
cross-reactive memory.

It may be tempting to suggest that real antibodies and antigens can be characterized by five to
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eight Euclidean parameters, or by twenty or so four-symbol Hamming parameters. Either of these
statements may or may not be true, but they should not be inferred by the work presented here.
What this work shows is how to choose Hamming and Euclidean shape space parameters of a
model so that they will match a chosen set of immunological observations.

We have shown, for Hamming shape space, that alphabet sizes of three and four, with the number
of dimensions in the mid to low twenties, and balls of stimulation of radius five to six, are good
parameters for use in a model of cross-reactive memory. For Euclidean shape space we have shown
that, for a wide range of immunological data, five to eight dimensions and balls of stimulation of
normalized radius 0.15 to 0.22 are good parameters. We have also shown that, for Hamming shape
space, binary alphabets have a stair-step intersection volume, and that large alphabets only satisfy
the constraints when we choose extreme values of the immunological data.
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Appendix

A Intersection Volume in Hamming Shape Space

Consider an n dimensional Hamming space with alphabet size k. Let I and J be points (strings of
n symbols) in the space at Hamming distance s from each other. Let K be a point at distance i from
I and j from J , and let Ni�j be the number of all such points. Figure 5 shows the three strings I , J ,
and K, structured in a way to illustrate that the symbols of K can be partitioned into five groups.
These strings can, without loss of generality, be manipulated to fit this template, because the space
has an automorphism which maps any three points to these templates; the order of presentation of
the dimensions, and the choice of symbols for each dimension, do not alter any of the aspects of
the space that interest us.

Figure 5: This figure shows the five groupings of the symbols of K , and how these groups
relate to the groupings in I and J .

The partitions a, b, c, d, and e of Figure 5 can be described in words as follows:
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a. those that are the same as both I and J .

b. those that are different from I and J in a place where I and J are the same.

c. those that are the same as I in a place where J differs from I .

d. those that are the same as J in a place where I differs from J .

e. those that are different from both I and J in a place where I and J differ.

The Hamming distance between two strings is the number of symbols that are different between
the strings. The Hamming distance between I and J is s, the Hamming distance between K and
I is the sum of b, d and e, and the Hamming distance between K and J is the sum of b, c and e
(Figure 5).

Thus for K to be Hamming distance i from I and j from J we must have (Figure 5)

i � b� d� e� �6�

and
j � b� c� e� �7�

Similarly the distance, s, between I and J is the sum of the sizes of the partitions c, d and e, thus
we have

s � c� d� e� �8�

and
t � a � b� �9�

Because of equations (8) and (9) and that the length of the strings is n, we get

n � t� s� �10�

Let C be the set of 5-tuples, fa� b� c� d� eg, that satisfy equations (6), (7), (8), (9) and (10). Then,

Ni�j �
X

fa�b�c�d�eg�C

�
t

a� b

�
1a�k � 1�b

�
s

c� d� e

�
1c1d�k � 2�e�

where k is the number of symbols in the alphabet.

If we write the multinomials as binomials, and substitute in a rearrangement of equation (10) for t
we get

Ni�j �
X

fb�d�eg�C�

�
n� s

b

�
�k � 1�b

�
s

d

��
s� d

e

�
�k � 2�e�

The five equations, (6) through (10), constrain the values of the five free variables of a� b� c� d and
e, to one degree of freedom, i.e. the choice of either a� b� c� d or e, will determine the remaining
four values. If we choose d as the free variable, then
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by (7) minus (8) we get
b � d� j � s� �11�

and by (11) into (6) we get
e � i � s� 2d� j� �12�

which gives

Ni�j �
X

0�d�s

�
n� s

d� j � s

�
�k � 1�d�j�s

�
s

d

��
s� d

i� s� 2d� j

�
�k � 2�i�s�2d�j�

Let r0 and r1 be the radii of the Hamming balls4 about I and J respectively. Then the intersection
volume is the sum of Ni�j for all 0 � i � r0 and 0 � j � r1, thus

I�n� k� s� r0� r1� �
X

0�i�r0

0�j�r1

Ni�j� �13�

B Intersection Volume in Euclidean Shape Space

The volume of the intersection of two Euclidean balls of stimulation can be calculated as the sum
of the two shaded segments in Figure 6. Beyer (1981) give formulas for two and three dimensional
segments, here we derive the volume of n-dimensional segments.

The volume of a segment is the integral, along the line S1S0, from the circumference of the ball to

the line AB. The integrand is an n� 1 dimensional ball with radius
q
r2 � �r � x�2, where x is the

distance from the circumference along S1S0. Thus, for a segment of width x�

Segment �n� r� x�� �
Z x�

0
Ball �n� 1�

q
r2 � �r � x�2� dx�

where
Ball�n� r� � C�n�rn

and

C�n� �
2��n�2�

nΓ�n�2�
�

2n���n�1��2���n� 1��2�!
n!

�

Thus

Segment�n� r� x�� � C�n� 1�
Z x�

0

�
r2 � �r � x�2

��n�1��2
dx

The intersection is the sum of the S0 segment and the S1 segment, i. e. ,

I�n� r0� r1� s� � Segment�n� r0� x0� � Segment�n� r1� x1�

4A Hamming ball is the set of points that are within a distance r of a particular point. We call r the radius of the
Hamming ball. The ball and radius terminology is by analogy with the usual, Euclidean, notion of balls and radii.
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Figure 6: The two shaded segments in this figure, when added together, form the intersection
of the balls. The volume of a segment is calculated by integrating along the line S0S1. The
key to the calculation is that the integrand is a ball in the next lower dimension whose radius is
the distance from S0S1 to the circumference of the segment’s circle (which varies as x moves
along S0S1 during the integration).

where
x0 � min�2r0� 2r1�max�0� x�0���

x1 � min�2r0� 2r1�max�0� x�1���

x�0 � r0 � h0�

x�1 � r1 � h1�

h0 �
s2 � �r2

1 � r2
0�

2s
�

and
h1 � s� h0�

Figure 7 plots the Euclidean intersection, as a function of sequence difference for 1, 2, 3, 5, 10 and
20 dimensions, with r̂ � 0�5.

The left hand side of equation 4, in the main text, is derived as follows

Ball�n� r̂�
Ball�n� 1�

�
C�n�r̂n

C�n�1n
� r̂n�
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Figure 7: The intersection volume as a function of the sequence difference for Euclidean balls
in 1, 2, 3, 5, 10 and 20 dimensions, with r̂ � 0�5.
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