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Abstract

Evolution has created the complexity of the animate world and deciphering the language of evolution is the key towards understanding nature. The dynamics of evolution is simplified by considering it as a superposition of three less sophisticated processes: population dynamics, population support dynamics, and genotype-phenotype mapping. Evolution of molecules in laboratory assays provides a sufficiently simple system for the quantitative analysis of the three phenomena. Coarse-grained notions of structures like RNA secondary structures are used as model phenotypes. They provide an excellent tool for a comprehensive analysis of the entire complex of molecular evolution. The mapping from RNA genotypes into secondary structures is highly redundant. In order to find at least one sequence for every common structures one need only search a (relatively) small part of sequence space. The existence of selectively neutral phenotypes plays an important role for the the success and the efficiency of evolutionary optimization. Molecular evolution found a highly promising technological application in the design of biomolecules with predefined properties.
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1. Evolution and molecules

A statement like “The book of life is written in the language of evolution”, looks like a rephrasing of Theodosius Dobzhansky’s famous sentence: “Nothing in biology makes sense except in the light of evolution” [16]. The sentence, mimicking Galilei’s famous phrase [37, 71], however, is much stronger since it postulates the existence of a language that allows to describe and explain observations in nature by means of formal concepts. To decipher the code that relates formal structures to biological phenomena is the greatest current challenge for scientists in the life sciences. The early discoveries of molecular biology [53], the double-helical structure of nucleic acids and the mechanism of cellular protein synthesis, were first
steps in this direction. Investigations on bacteriophages and the use of synthetic polynucleotides constituted a kind of “Rosetta stone” that allowed to relate nucleotide sequences of DNA or RNA and amino acid sequences of proteins. The genetic code turned out to be (almost) universal in the sense that all forms of life use the same genetic language. Otherwise genetic engineering in bacteria that allows to translate DNA messages from all kinds of sources into protein would not be possible.

The genetic code, however, is only one part of the highly complex language of evolution. There are, for examples, other issues like the language relating sequences and three-dimensional structures of biopolymers (often called the second half of the genetic code[38]) or the language of morphogenesis used in the transformation of a fertilized egg into an adult multicellular organism. These other “codes” are presently under intensive investigation. We are, however, still far away from a full understanding of these relations. In summary, we are currently not able to read the book of life but the enormous wealth of molecular data in this field which has been accumulated in the past and which is fastly growing at present may already contain the ultimate “Rosetta stone” of the life sciences that allows to translate the language of physics and chemistry into the language of biology. This heap of data waits to be exploited by means of a still unknown comprehensive theoretical approach.

A novel access to evolutionary phenomena started from the discovery of the double-helical structure of DNA. Comparison of homologous biopolymers with identical functions in different organisms allowed to reconstruct phylogenetic trees, which yielded novel insights into the mechanisms of evolution [12, 69]. The discovery of neutral evolution [38] revealed that the majority of natural amino acid replacements are selectively neutral and thus build the basis for a molecular clock of evolution. The conventional neutral theory, however, is dealing with the evolution of rather complex organisms and cannot provide direct insight into molecular details that can be interpreted by the methods of physics and chemistry.

Molecular evolution has been addressed also in a different context: instead of studying the molecular details of present day forms of life evolution was reduced to its essence. This alternative approach simplifies evolutionary systems as much as
possible and makes them accessible to an analysis by the conventional methods of physics and chemistry. Two great scholars initiated studies on evolution in vitro: Sol Spiegelman [67, 85] did the first optimization experiments on molecules based on Darwin's principle of variation and selection and Manfred Eigen [21] presented an access to the phenomena of evolution by means of chemical reaction kinetics. Spiegelman's work started from an in vitro replication assays for RNA molecules that used a virus specific RNA replicase isolated from Escherichia coli bacteria infected by the bacteriophage Qβ. Replication errors provide the genetic reservoir on which natural selection operates in the spirit of Charles Darwin. Spiegelman and his coworkers were indeed able to speed up the rate of RNA replication by more than one order of magnitude in their serial transfer experiments with the Qβ assay. The Qβ system has been studied extensively in the forthcoming years and by now the mechanism of Qβ RNA replication is well understood in all its kinetic details [5]. The structural prerequisites RNA molecules have to fulfil in order to be recognized and replicated by the enzyme are known [4]. The studies on in vitro evolution have first of all shown that evolutionary phenomena are no privilege of cellular life they are observed equally well with molecules in test tubes provided they fulfil the necessary prerequisites: (i) capability of replication under the conditions of the experiments, (ii) creation of diversity through error-prone replication, and (iii) limited resources leading to selection. The knowledge gained from these investigations has not only shed light on the mechanisms of evolution it has also provided the basis for a novel kind of biotechnology as predicted already in the eighties [25, 54].

Manfred Eigen's theory of molecular evolution is dealing with the kinetics of replication, mutation, and selection in populations of asexually reproducing species [21]. The novelty in this approach is the view of correct replication and mutation being parallel reactions involving the same template. The notion of sequence space turned out to be illustrative and useful in the context of evolution as it relates biophysics of evolution to information theory and the science of communication. It is worth noticing that the first appearance of sequence space in the biological literature seems to be Sewall Wright's seminal paper on optimization of genotypes [94]. Every polynucleotide sequence is represented by a point in
sequence space. The relatedness of two sequences is measured by the Hamming distance \( d \). It counts the minimal number of point mutations required to convert the two sequences into each other. Whenever point mutations are the dominant class of replication errors, the Hamming distance is a measure for the evolutionary distance of genotypes. In the limit of sufficiently long times replication and mutation produce stationary mutant distributions provided mutation rates are below a well-defined threshold value. These stationary distributions were called quasispecies \([26, 27]\) because they represent the genetic reservoirs of asexually reproducing populations. The quasispecies concept turned out to be very useful for understanding virus evolution \([6, 17, 23, 24]\) as well as for the development of novel antiviral strategies \([30, 66]\).

Populations, natural or artificial, cover (usually) connected areas in sequence space (figure 1). These areas migrate in sequence space through creation of new genotypes by mutation and removal of existing genotypes by extinction. Evolution relates this migration to dynamical phenomena like, for example, optimization of fitness approaching a unique stationary state, oscillations and deterministic chaos, and random drift being the extreme case of population dynamics in the absence of fitness differences.

The search for a language of evolution as well as the existence of a genetic code suggest to make use of the concept of information in order to interpret biology. Manfred Eigen centers his theory of evolution around the notion of biological information \([21]\). Indeed, he sees the essential difference between physics and biology in the applicability of the concept of information to the analysis of evolutionary phenomena. The history of life and biological evolution are the best currently known examples for origin and increase of information and complexity. Darwinian evolution operates on populations of individuals that carry their specific genotypes. Selection favors phenotypes that are fitter and, in particular, better in exploiting their environments. By variation through mutation and selection the populations gains information on the environment and stores it in the genotypes. Darwinian selection and adaptation to the environment, however, is not the exclusive mechanism of evolution. The search for a comprehensive view of evolution thus has to be open with respect to more complex population dynamics. The key towards
Figure 1: A typical quasispecies distribution of genotypes in sequence space. The quasispecies is the stationary state of an asexually reproducing population. It consists of a fittest dominant genotype, the master sequence, and the most frequent mutants surrounding it in sequence space. Frequencies of individual mutants are determined by their fitness values as well as by their Hamming distances from the master. Populations approach stationary states only if the mutation rates are below well defined threshold values. Otherwise populations migrate indefinitely through sequence space. A quasispecies or a population, in general, occupies a (usually connected) region in sequence space. In mathematical notation this region is called the (population) support. In case of a quasispecies the support is stationary. In the general, non-stationary case the (population) support migrates through sequence space.
understanding the creation of information and complexity in biology is the mapping of genotypes into phenotypes. Indeed, all biological functions are properties of phenotypes. In the next two sections we shall first introduce a comprehensive model of evolution that includes genotype-phenotype mapping and then present a simple realistic case that allows to develop and test the model.

2. Modeling evolutionary dynamics

Evolution like many other natural phenomena is so complex that it cannot be explored or analyzed in detail without reduction and simplification. Phenotypes are the true sources of complexity in biology [80]. The simplest autonomous organisms are bacteria, but their metabolism is already so complex that it seems currently hopeless to predict the consequence of a mutation for the fitness. The only objects which are simpler than bacteria and nevertheless suitable for the study of evolution are viruses and molecules in evolution in the test-tube. Viruses unfold their phenotypes in host cells and comprehensive models of virus evolution have to consider also the relevant properties of the host. Phenotypes in \textit{in vitro} evolution are certainly the most simple known objects which are capable of replication, mutation, and selection.

Alternatively, the evolutionary process may be partitioned into a number of less complex phenomena. Such an attempt to make evolution better accessible to analysis and modeling is shown in figure 2. Evolution on the molecular level is understood as a superposition of three partial processes: (i) population dynamics, (ii) population support dynamics\footnote{The support of a population in sequence space is the area that is covered by the actually present genotypes (irrespective of their frequency).}, and (iii) genotype-phenotype mapping [78]. They are properly described in three abstract spaces: population dynamics like chemical reaction kinetics in \textit{concentration space}, (population) support dynamics in \textit{sequence space}, and genotype-phenotype mapping in \textit{shape space}. The concentration space is a metric space, $\mathbb{R}^m$. Its elements are vectors with real components, $\mathbf{x} = (x_1, x_2, \ldots, x_m)$. The dimensionality $m$ is given by the number of independent chemical variables. Distances in concentration space are, for
example, given by the quadratic norm

$$|x - y| = \sqrt{(x_1 - y_1)^2 + (x_2 - y_2)^2 + \ldots + (x_m - y_m)^2}.$$ 

The shape space is the space of phenotypes. Every phenotype is represented by a point in shape space. Phenotypes or shapes are non-scalar quantities. In general, it is not easy to find an appropriate distance that measures the relatedness between two phenotypes. In some special cases like coarse grained structures of biopolymers, however, such definitions can be found.

Population dynamics is closely related to conventional population genetics although molecular biology of simple forms of life has shown that the ranges of evolutionary parameters like population sizes or mutation rates are much wider than estimated from the data known for higher organisms [18, 20]. Population dynamics is commonly modeled by means kinetic differential equations. An example is the selection-mutation equation formulated by Eigen [21]:

$$\frac{dx_i}{dt} = x_i \left(k_i Q_{ii} - d_i - \Phi(x)\right) + \sum_{j \neq i} k_j Q_{ji} x_j; \quad i = 1, 2, \ldots, m .$$

(1)

Replication and degradation rate constants are denoted by $k_i$ and $d_i$, respectively; replication accuracies and mutation frequencies are given in the (bistochastic) matrix $Q = \{Q_{ij}\}$ with $\sum_{j=1}^{m} Q_{ij} = 1$ and $\sum_{i=1}^{m} Q_{ij} = 1$; $\Phi(x) = \sum_{i=1}^{m} (k_i - d_i)x_i$ is the mean excess production of the population. Population variables are assumed to be normalized and thus the physically meaningful range of variables is confined to the concentration simplex: $S_m = \{x_i \geq 0 \ \forall \ i = 1, \ldots, m; \sum_{i=1}^{m} = 1\}$. This deterministic approach towards selection is very useful in the derivation of simple mathematical expression for evolutionary relevant properties. As an example we present the error threshold phenomenon of molecular quasispecies. Considering only point mutations and assuming that error rates do not depend on the specific position on polynucleotide sequence leads to the uniform error rate model that allows to express all mutation rates by means of the Hamming distance ($d$) and the accuracy of replication ($q$):

$$Q_{ij} = q^n \left(\frac{1 - q}{q}\right)^{d_{ij}} .$$

(2)
**Figure 2:** A comprehensive model of evolutionary dynamics. The complex evolutionary process is partitioned into three simpler phenomena: (i) population dynamics, (ii) population support dynamics, and (iii) genotype-phenotype mapping. Population dynamics is tantamount to chemical reaction kinetics of replication, mutation, and selection. Population support dynamics describes the migration of populations in the space of genotypes. Genotype-phenotype mapping unfolds biological information stored in polynucleotide sequences. Two classes of mappings are distinguished: (i) combinatorial maps from genotype space onto another vector space or another space of non-scalar objects and (ii) landscapes mapping genotype space into the real numbers. In molecular evolution landscapes provide rate constants, equilibrium constants and other more complex scalar properties of phenotypes, for example, fitness values. Landscapes are often (but not necessarily) constructed in two steps: (i) a mapping from sequence space into molecular structures and (ii) a mapping from the space of structures into real numbers representing molecular properties.
By \( n \) we denote the chain length of the polynucleotide, \( d_{ij} \) is the Hamming distance between the two genotypes under consideration, and the single digit accuracy is closely related to the mutation or error rate per site: \( p = 1 - q \). The higher the error rate is, the larger is the fraction of mutants in the population. There is, however, a minimum replication accuracy \( (q_{\text{min}}) \) above which populations become non-stationary in sequence space and inheritance breaks down because all genotypes have finite lifetimes [27]. The critical change in population support dynamics has been characterized as the **error threshold**. The minimum replication accuracy \( (q_{\text{min}}) \) can be calculated easily when the mutational backflow from the mutants to the master sequence is neglected. The master sequence is the most frequent and in case of a quasispecies the fittest genotype in the population. The error threshold can now be expressed in terms of the already defined quantities:

\[
q_{\text{min}} = \sqrt{n \frac{1}{\sigma_{mt}}} \quad \text{with} \quad \sigma_{mt} = \frac{k_{mt}}{k + d_{mt} - d}.
\]

The subscript "\( mt \)" refers to the master sequence. The mean values are taken over all genotypes except the master:

\[
\bar{k} = \sum_{i=1, i \neq mt}^{m} k_i \left/ \left(1 - x_{mt}\right)\right. \quad \text{and} \quad \bar{d} = \sum_{i=1, i \neq mt}^{m} d_i \left/ \left(1 - x_{mt}\right)\right. .
\]

This simple expression has been applied successfully to study natural virus populations. Most RNA viruses were found to live under "close-to-error-threshold" conditions [23, 27].

The simplified treatment of the replication-error propagation problem as described above has much in common with a kind of mean field approach. It has been characterized as the "single-peak-landscape" model since the effective kinetic parameters distinguish only between the master sequence and the members of a mutation cloud. The deterministic approach to the error-threshold problem has been extended to more detailed assumptions on the fitness landscape [22, 84, 87] as well as to diploid organisms [93].

Irrespective of the apparent success in the interpretation of several qualitative phenomena the deterministic approach suffers from a number of principal and technical problems:
mutations, in principle, come in single copies only and rare mutations must be handled therefore by a stochastic approach,

(ii) stationary states are handling all mutants that can be reached in a sequence of point mutations which is tantamount to all $\kappa^n$ ($\kappa = 4$ for DNA or RNA) genotypes of constant chain length $n$ and thus realistic populations of $10^{15}$ genotypes or less are unable to reach stationarity for sequences of chains length $n = 42$ or more, and

(iii) numbers of parameters are multiples of the numbers of different genotypes and thus it is impossible to work with predefined "look-up-tables" and one has to search for a model that allows to derive the properties of phenotypes from known polynucleotide sequences of the genotypes.

The deterministic approach through differential equations can be replaced by multitype branching processes, a class of stochastic processes that allows to describe series of replication and mutation events over many generations [13]. The stochastic description deals with probabilities of mutant formation and fixation in the population. Still missing in this model, however, is the description of the evolution of non-stationary populations. The model introduced in figure 2 deals with the drift of populations in sequence space by considering support dynamics. The second gap to be filled is the handling of phenotypes. The evolutionary relevant property of a phenotype is its fitness. What is needed therefore is a mapping of the kind

$$\text{genotype} \Rightarrow \text{phenotype} \Rightarrow \text{fitness}.$$ 

Highly simplified models, for example the $Nk$-model of Stuart Kauffman [56, 57] and various other models related to the theory of spin glasses [1], assign fitness values directly to genotypes.

Population support dynamics is dealing with the migration of populations through sequence space. The two extremes of support dynamics are: (i) adaptive walk and (ii) random drift of populations. An adaptive walk is characterized by a sequence of genotypes with the restriction that each new genotype has to yield a phenotype with higher fitness. On the level of populations the "no-downhill-step" condition for adaptive walks is somewhat relaxed as populations with sufficiently
large population sizes can bridge narrow valleys of width of a few point mutations (see figure 4). Random drift occurs in absence of fitness differences. It has close similarity to the diffusion process. The only currently available analytical approach to population support dynamics is restricted to evolution on flat fitness landscapes [15, 58]. Computer simulation of random drift has shown that growing populations may split into subpopulations [45, 49]. Evolution of populations on realistic landscapes has only been studied by computer simulation [35, 36, 49]. Evolutionary optimization turned out to be a combination of fast adaptive periods and slow random drift phases and thus occurs in stepwise manner with two different time scales.

As the huge universes of possible genotypes and phenotypes are prohibitive for the usage of a priori determined (and stored) properties we need a model theory of phenotypes that allows to derive the evolutionary relevant parameters from polynucleotide sequences. A useful model would thus be a set of rules\(^\text{\textsuperscript{2}}\), an algorithm and/or its computer implementation using the genotype as input and producing a list of properties of the corresponding phenotype. To be operational the algorithm should be sufficiently simple so that it can be incorporated into a comprehensive model evolution and at the same time it should be as close to reality as possible. Such a theory of phenotypes is currently not available yet. First developments in this direction pioneered by Walter Fontana [31, 32] are still far away from being applicable to the specific problems we are interested in here. In the next section we shall introduce a particularly simple example of genotype-phenotype mapping that is based on RNA secondary structures. In this case the mapping can be studied by computer simulation [40, 41] and analyzed mathematically by means of a model based on random graph theory [74].

3. Genotype-phenotype mapping with RNA secondary structures

Already Sol Spiegelman [85] had pointed out that genotype and phenotype are two features of the same molecule in case of RNA evolution in the test-tube, the

\(^2\text{The computation of the mutation matrix from the uniform error-rate model is an example for such a simple rule: for a given genotype all mutation frequencies are computed from a single parameter, the single digit accuracy } q.\)
nucleotide sequence and the spatial structure, respectively. Relating a phenotype to a genotype then becomes tantamount to structure prediction from known sequences. RNA molecules became even more interesting objects when Tom Cech [7, 8] and Sidney Altman [42] discovered RNA catalysis. RNA molecules thus cannot only act at the same time as genotypes and (non-active) phenotypes but they have also a repertoire of catalytic activities. Limited as such a catalytic repertoire of RNA molecules might appear when it is compared with universal protein catalysis, it was presumably sufficient for processing and replicating RNA under prebiotic conditions. The idea of an RNA world preceding our current DNA-RNA-protein world was and is therefore strongly favored by several authors [39, 51]. Apart from their possible relevance for the origin of life RNA molecules replicating in the test-tube are extremely useful as a simple model to study evolution.

Mapping RNA genotypes into phenotypes requires a solution to the structure prediction problem [83]. Current knowledge on three-dimensional structures of RNA molecules, however, is rather limited: only very few structures have been determined so far by crystallography and nmr spectroscopy. Needless to say, spatial structures of RNA molecules are also very hard to predict by computations based on minimization of potential energies and molecular dynamics simulations. The so-called secondary structure of RNA is a coarse grained version of structure that lists Watson-Crick (GC and AU) and GU base pairs. A secondary structure can be represented by a planar graph without knots or pseudoknots\(^3\). Secondary structures are conceptionally much simpler than three-dimensional structures and allow to perform rigorous mathematical analysis [91] as well as large scale computations by means of algorithms based on dynamic programming [95] and implementation on parallel processors [46]. RNA secondary structure predictions are more reliable than those of full spatial structures. In addition, the definition of RNA secondary structures allow to find formally consistent distance measures (\(\eta\)) in shape space [34, 48, 60, 73]. Some statistical properties of RNA secondary structures were shown to depend very little on choices of algorithms and parameter sets [88].

\(^3\)The precise definition for an acceptable secondary structure is: (i) base pairs are not allowed between neighbors in the sequences \((i,i+1)\) and (ii) if \((i,j)\) and \((k,\ell)\) are two base pairs then (apart from permutations) only two arrangements along the sequence are acceptable: \((i<j<k<\ell)\) and \((i<k<\ell<j)\), respectively.
Table 1: Common secondary structures of GC-only sequences.

<table>
<thead>
<tr>
<th>n</th>
<th>#Sequences</th>
<th>#Struct.</th>
<th>GC*</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>16,384</td>
<td>128</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1.05 × 10⁶</td>
<td>1,024</td>
<td>2</td>
</tr>
<tr>
<td>15</td>
<td>1.07 × 10⁹</td>
<td>32768</td>
<td>22</td>
</tr>
<tr>
<td>20</td>
<td>1.10 × 10¹²</td>
<td>3.613</td>
<td>11</td>
</tr>
<tr>
<td>25</td>
<td>1.13 × 10¹⁵</td>
<td>3.36 × 10⁷</td>
<td>1610</td>
</tr>
<tr>
<td>30</td>
<td>1.15 × 10¹⁸</td>
<td>1.07 × 10⁹</td>
<td>18590</td>
</tr>
</tbody>
</table>

* The total number of minimum free energy secondary structures formed by GC-only sequences is denoted by \( S_{GC} \), \( R_c \) is the rank of the least frequent common structure and thus is tantamount to the number of common structures, and \( n_c \) is the number of sequences folding into common structures.

RNA secondary structures provide an excellent model system for the study of global relations between genotypes and phenotypes. The conventional one-sequence-one-structure approach of structural biology is extended to a general concept that considers sequence structure relations as (non-invertible) mappings from sequence space into shape space \([34, 74, 82]\). Application of combinatorics allows to derive an asymptotic expression for the numbers of acceptable structures as a function of the chain length \( n \) \([47, 81]\):

\[
S_n \approx 1.4848 \times n^{3/2} (1.8488)^n.
\]  

This expression is based on two assumptions: (i) the minimum stack length is two base pairs \( n_{\text{stack}} \geq 2 \), i.e., isolated base pairs are excluded) and (ii) the minimal size of hairpin loops is three \( n_{\text{loops}} \geq 3 \). The numbers of sequences are given by \( 4^n \) for natural RNA molecules and by \( 2^n \) for GC-only or AU-only sequences. In both cases there are more RNA sequences than secondary structures and we are dealing with neutrality in the sense that many RNA sequences form the same (secondary) structure.

Not all acceptable secondary structures are actually formed as minimum free energy structures. The numbers of stable secondary structures were determined by exhaustive folding \([40, 41]\) of all GC-only sequences with chain lengths up to \( n = 30 \) (table 1). The fraction of acceptable structures obtained as minimum free
Table 2: Distribution of rare structures of GC-only sequences \((n = 30)\).

<table>
<thead>
<tr>
<th>Size of the neutral network ((m))</th>
<th>Number of different structures (\mathcal{N}(m)^*)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>12362</td>
</tr>
<tr>
<td>(\leq 5)</td>
<td>41487</td>
</tr>
<tr>
<td>(\leq 10)</td>
<td>60202</td>
</tr>
<tr>
<td>(\leq 20)</td>
<td>80355</td>
</tr>
<tr>
<td>(\leq 50)</td>
<td>106129</td>
</tr>
<tr>
<td>(\leq 100)</td>
<td>124187</td>
</tr>
</tbody>
</table>

* Cumulative numbers \(\mathcal{N}(m)\) are given that count the numbers of structures which are formed by \(m\) or less (neutral) sequences.

energy structures through folding GC sequences is between 20% and 50%. This fraction is decreasing with increasing chain length \(n\). Secondary structures are properly grouped into two classes, common ones and rare ones. A straightforward definition of common structures was found to be very useful:

\[
\mathcal{C} := \text{common} \iff \mathcal{N}_\mathcal{C} \geq \frac{\kappa^n}{\mathcal{N}_S} = \frac{\#(\text{Sequences})}{\#(\text{Structures})}, \quad (5)
\]

wherein \(\mathcal{N}_\mathcal{C}\) is the number of sequences forming structure \(\mathcal{C}\) and \(\kappa\) denotes the size of the alphabet \((\kappa = 2\) for GC-only or AU-only sequences and \(\kappa = 4\) for natural RNA molecules). A structure \(\mathcal{C}\) is common if it is formed by more sequences than the average structure. Considering the special example of GC-only sequences of chain length \(n = 30\) we find that 10.4% of all structures are common. The most common ones (rank 1 and rank 2) are formed by some 1.5 million sequences; this amounts to about 0.13% of sequence space. In total, nearly a billion sequences making up 93.1% of sequence space fold into the common structures. It is worth looking also to the rare end of the structure distribution (table 2). More than 50% of all structures are formed by 100 sequences each or less, and 12362 structures occur only once in the entire sequence space. It is worth noticing that a very similar relation between common and rare structures was recently obtained for model proteins on lattices [64].

The results of exhaustive folding suggest two important general properties of the above given definition of common structures [40, 41]: (i) the common structures
represent only a small fraction of all structures and this fraction decreases with increasing chain length, and (ii) the fraction of sequences folding into the common structures increases with chain length and approaches unity in the limit of long chains. Thus, for sufficiently long chains almost all RNA sequences fold into a small fraction of the secondary structures. The effective ratio of sequences to structures is larger than computed from equ.(5) since only common structures play a role in natural evolution and in evolutionary biotechnology.

Inverse folding determines the sequences that fold into a given structure. Application of inverse folding to RNA secondary structures [46] has shown that sequences folding into the same structure are (almost) randomly distributed in sequence space. It is straightforward then to compute a spherical environment (around any randomly chosen reference point in sequence space) that contains at least one sequence (on the average) for every common structure. The radius of such a sphere, called the covering radius \( r_{cov} \), can be estimated from simple probability arguments [79]:

\[
   r_{cov} = \min \{ h = 1, 2, \ldots, n \mid B_h \geq \frac{\kappa^n}{\langle S \rangle} = S_n \},
\]

with \( B_h \) being the number of sequences contained in a ball of radius \( h \). The covering radius is much smaller than the radius of sequence space. The covering sphere represents only a small connected subset of all sequences but contains, nevertheless, all common structures (figure 3) and forms an evolutionarily representative part of shape space.

Numerical values of covering radii are presented in table 3. In the case of natural sequences of chain length \( n = 100 \) a covering radius of \( r_{cov} = 15 \) implies that the number of sequences that have to be searched in order to find all common structures is about \( 4 \times 10^{24} \). Although \( 10^{24} \) is a very large number (and exceeds the capacities of all currently available polynucleotide libraries), it is negligibly small compared to the size of the entire sequence space that contains \( 1.6 \times 10^{60} \) sequences. Exhaustive folding allows to test the estimates derived from simple statistics [41]. The agreement for GC-only sequences of short chain lengths is surprisingly good. The covering radius increases linearly with chain length with a
factor around $1/4$. The fraction of sequence space that is required to cover shape space thus decreases exponentially with increasing size of RNA molecules (table 3). We remark that, nevertheless, the absolute numbers of sequences contained in the covering sphere ($r_{cov}$) can be estimated from equ. (6).

Genotype-phenotype mappings of RNA molecules have been investigated using of a prediction algorithm for secondary structures and by means of inverse folding. It turned out that the language relating RNA genotypes to secondary structures is highly redundant in the sense that many sequences fold into the same structure. In addition, we found that there are many rare and relatively few common phenotypes. Only the common phenotypes seem to play a role in evolution. Still one important feature for understanding evolution is missing: we do not know yet the rules that determine whether a phenotype is common or rare. In other words, given the structure of a phenotype we should be able to predict the fraction of genotypes that fold into it. Investigations aiming at such a comple-
Table 3: Shape space covering radius for common secondary structures.

<table>
<thead>
<tr>
<th>n</th>
<th>Exhaustive Folding</th>
<th>Asymptotic Value $S_n(6)$</th>
<th>$B_{rcov} / 4^\kappa$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GC</td>
<td>AU</td>
<td>$\kappa = 2$</td>
</tr>
<tr>
<td>20</td>
<td>3 (3.4)</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>25</td>
<td>4 (4.7)</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>30</td>
<td>6 (6.1)</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>50</td>
<td></td>
<td>12</td>
<td>6</td>
</tr>
<tr>
<td>100</td>
<td></td>
<td>26</td>
<td></td>
</tr>
</tbody>
</table>

* The covering radius is estimated by means of a straightforward statistical estimate based on the assumption that sequences folding into the same structure are randomly distributed in sequence space.

† Exact values derived from exhaustive folding are given in parentheses.

‡ Fraction of AUGC sequence space that has to be searched on the average in order to find at least one sequences for every common structure.

The covering radius is estimated by means of a straightforward statistical estimate based on the assumption that sequences folding into the same structure are randomly distributed in sequence space.

The coverage radius is estimated by means of a straightforward statistical estimate based on the assumption that sequences folding into the same structure are randomly distributed in sequence space. Forming the same structure is understood as neutrality with respect to genotype-phenotype mapping. Sets of neutral sequences have therefore been called neutral networks. Two approaches have been applied so far to study neutral networks: a mathematical model of genotype-phenotype mapping based on random graph theory [74] and exhaustive folding of all sequences with given chain length $n$ [41]. The mathematical model assumes that sequences forming the same structure are distributed randomly in the space of compatible sequences. A sequence is compatible with a structure when it can, in principle, fold into this structure. The sequence requires complementary bases in all pairs of positions forming a base pair in the structure (figure 4). When a sequence

4. Neutral networks

Every common structure is formed by a large number of sequences and hence it is highly important to know how sequences folding into the same structure are organized in sequence space. Forming the same structure is understood as neutrality with respect to genotype-phenotype mapping. Sets of neutral sequences have therefore been called neutral networks. Two approaches have been applied so far to study neutral networks: a mathematical model of genotype-phenotype mapping based on random graph theory [74] and exhaustive folding of all sequences with given chain length $n$ [41]. The mathematical model assumes that sequences forming the same structure are distributed randomly in the space of compatible sequences. A sequence is compatible with a structure when it can, in principle, fold into this structure. The sequence requires complementary bases in all pairs of positions forming a base pair in the structure (figure 4). When a sequence
is compatible with a structure then the latter is necessarily among the foldings, minimum free energy or suboptimal, of the RNA molecule; a compatible sequence might but need not form the structure under minimum free energy conditions.

The neutral network of a structure is the subset of its compatible sequences that actually form the structure under the minimum free energy conditions. In the mathematical approach [74] neutral networks are modelled by random graphs in sequence space. The analysis is simplified through partitioning of sequence space into a subspace of unpaired bases and a subspace of base pairs (figure 4). Neutral neighbors in both subspaces are chosen at random and connected to yield the edges of the random graph that is representative for the neutral network. The fraction of neighboring pairs that are assigned to be neutral is controlled by the parameter $\lambda$. In other words, $\lambda$ measures the mean fraction of neutral neighbors in sequence space. The statistics of random graphs is studied as a function of $\lambda$.

The connectivity of networks, for example, changes drastically threshold when $\lambda$ passes a threshold value:

$$\lambda_{cr}(\kappa) = 1 - \kappa^{-1/\kappa}.$$  (7)

The quantity $\kappa$ in this equation represents the size of the alphabet. As shown in figure 3 we have $\kappa = 4$ ($A, U, G, C$) for bases in single stranded regions of RNA molecules and $\kappa = 6$ ($AU, UA, UG, GU, GC, CG$) for base pairs. Depending on the particular structure considered the fraction of neutral neighbors is commonly different in the two subspaces of unpaired and paired bases and we are dealing with two different parameter values, $\lambda_u$ and $\lambda_p$, respectively. Neutral networks consist of a single component that spans whole sequence space if $\lambda > \lambda_{cr}$ and below threshold, $\lambda < \lambda_{cr}$, the network is partitioned into a great number of components, in general, a giant component and many small ones (figure 5).

Exhaustive folding allows to check the predictions of random graph theory and reveals further details of neutral networks. The typical series of components for neutral networks (either a connected network spanning whole sequence space or a very large component accompanied by several small ones) is indeed found with many common structures. There are, however, also numerous networks whose
Figure 4: Compatible sequences and partitioning of sequence space. A sequence is called compatible with a structure if it contains two matching bases wherever there is a base pair in the structure. A compatible sequence might but need not form the structure in question under minimum free energy conditions. The structure, however, will always be found in the set of suboptimal foldings of the sequence. On the r.h.s. of the figure we show the three bases that can replace a single base and the five base pairs that be exchanged with a base pair without violating compatibility. The l.h.s. of the figure shows partitioning of sequence space into a space of unpaired nucleotides and a space of base pairs as it is used in the application of random graph theory to neutral networks of RNA secondary structures.

A series of components are significantly different. We find networks with two as well as four equal sized large components, and three components with an approximate size ratio of 1:2:1. Differences between the predictions of random graph theory and the results of exhaustive folding were readily explained in terms of special properties of RNA secondary structures [41].

Random graph theory, in essence, predicts that sequences forming the same structure should be randomly distributed in sequence space. Deviations from such an ideal neutral network can be identified as structural features that are not accounted for by non-specific base pairing logics. All structures that cannot form additional base pairs when sequence requirements are fulfilled behave perfectly
Figure 5: Connectivity of neutral networks. A neutral network consists of many components if the average fraction of neutral neighbors in sequence space ($\lambda$) is below a threshold value ($\lambda_{cr}$). Random graph theory predicts the existence of one giant component that is much larger than any other component (A). If $\lambda$ exceeds the threshold value (B) the network is connected and spans the entire sequence space.

normal (class I structures in figure 6). There are, however, structures that can form additional base pairs (and will generally do so under the minimum free energy criterion) whenever the sequences carry complementary bases at the corresponding positions. Class II structures (figure 6), for example, are least likely to be formed when the overall base composition is 50% G and 50% C, because the probability for forming an additional base pair and folding into another structure is largest then. If there is an excess of G ($\{50+\delta\}$%) it is much more likely that such a structure will actually be formed. The same is true for an excess of C and this is precisely reflected by the neutral networks of class II structures with two (major) components: the maximum probabilities for forming class II structures are $G:C=(50+\delta):(50-\delta)$ for one component and $G:C=(50+\delta):(50-\delta)$ for the second one. By the same token structures of class III have two (independent) possibilities to form an additional base pair and thus they have the highest probability to be formed if the sequences have excess $\delta$ and $\varepsilon$. If no additional information is available we can assume $\varepsilon = \delta$. Independent superposition yields then four
equal sized components with \textbf{G:C} compositions of $(50+2\delta):(50-2\delta)$, $2\times(50:50)$, and $(50-2\delta):(50+2\delta)$ precisely as it is observed indeed with four component neutral networks. Three component networks are \textit{de facto} four component networks in which the two central (50:50) components have merged to a single one. Neutral networks are thus described well by the random graph model: The assumption that sequences folding into the same structure are randomly distributed in the space of compatible sequences is justified unless special structural features lead to systematic biases.
5. Optimization of RNA structures

In the Darwinian view of support dynamics (figure 2) populations are thought to optimize mean fitness by adaptive walks through sequence space. The optimization process takes place on two time scales: fast establishment of a quasi-equilibrium between genotypes within the population and slow migration of populations driven by appearance and fixation of rare mutants of higher fitness. The former issue can be modeled by the concept of the molecular quasispecies [21, 26, 27] which describes the stationary state of populations at a kinetic equilibrium between the fittest type called the master sequence and its frequent mutants (figure 1). Frequencies of mutants are determined by their fitness values as well as by their Hamming distance from the master. The quasispecies represents the genetic reservoir in asexually reproducing species. The concept was originally developed for infinite haploid populations but can be readily extended to finite population sizes [13, 70] and diploid populations [93]. Intuitively, it would pay in evolution to produce as many variant offspring as possible in order to adapt as fast as possible to environmental changes. Intuition, however, is misleading in this case: the (genotypic) error threshold (3) sets a limit to the evolutionary compatible production of mutants; at mutation rates above threshold inheritance breaks down since the number of correct copies of the fittest genotype is steadily decreasing until it is eventually lost. The slow process is based on occasional formation of rare mutants that have higher fitness than the previous master genotype. Population support dynamics was modeled by computer simulation on landscapes related to spin glass theory [57] or on those derived from folding RNA molecules into structures and evaluating fitness related properties [33, 35, 36].

An extension of adaptive evolution to migration of populations through sequence space in absence of fitness differences is straightforward. The genotypic error threshold becomes zero in this limiting case indicating that there are no stationary populations at constant fitness. What are the conditions for the stationarity of a fittest phenotype? The notion of neutral networks allows to reformulate the replication-selection equation (1) by lumping together all genotypes which form the same phenotype \((y_j = \sum_{i=k_{j-1}+1}^{k_j} x_i)\) [72]. The corresponding equation
for the master phenotype "m" can be approximated by

\[ \frac{dy_m}{dt} = y_m \left( k_m Q_{mm} - d_m - \Phi \right) + \text{Mutational Backflow} . \tag{8} \]

The replication accuracy \(Q_{mm}\) is modified in order to account for mutational backflow \textbf{on} the neutral network, i.e. without changing the phenotype:

\[ \tilde{Q}_{mm} = Q_{mm} + \lambda_m (1 - Q_{mm}) . \]

The parameter \( \lambda_m \) represents the mean fraction of neutral neighbours of the master phenotype. Neglecting again the mutational backflow from non-neutral genotypes to the master phenotype we can calculate a minimum single digit accuracy \((q_{min})\) for the phenotypic error threshold:

\[ q_{min}(\sigma_m, \lambda_m) = \sqrt{\frac{1 - \lambda_m \sigma_m}{(1 - \lambda_m) \sigma_m}} . \tag{9} \]

Equ.(9) represents an extension of the genotypic error threshold \((2)\) into the domain of selective neutrality. Accordingly, the genotypic threshold is obtained in the limit \( \lim \lambda_m \rightarrow 0 \). With an increasing degree of neutrality a larger fraction of mutations can be tolerated. There is a critical value, \( (\lambda_m)_{cr} = \sigma_m^{-1} \), above which the population can tolerate unlimited mutation rates without losing the master phenotype.

Neutral evolution has been studied on model landscapes by analytical approaches [15] derived from the random-energy model [14] as well as by computer simulation [44, 45]. More recently the computer simulations were extended to neutral evolution on RNA folding landscapes [49]. In case of selective neutrality populations drift randomly in sequence space by a diffusion-like mechanism. Populations corresponding to large areas in sequence space are partitioned into smaller patches which have some average life time. These features of population dynamics in neutral evolution was seen in analogy to the formation and evolution of biological species [45]. Population dynamics on neutral networks has been analysed by means of stochastic processes and computer simulation [92]. In analogy to the genotypic error threshold there exists also a phenotypic error threshold that sets
a limit to the error rate which sustains a stationary master phenotype (despite always changing genotypes).

In order to visualize the course of adaptive walks on fitness landscapes derived from RNA folding we distinguish single walkers from migration of populations and “non-neutral” landscapes from those built upon extended neutral networks (figure 7):

(i) Single walkers in the non-neutral case can reach only nearby lying local optima since they are trapped in any local maximum of the fitness landscape [33]. Single walkers are unable to bridge any intermediate value of lower fitness and hence the walk ends whenever there is no one-error variant of higher or equal fitness.

(ii) Populations have an “smoothening” effect on landscapes. Even in the non-neutral case sufficiently large populations will be able to escape from local optima provided the Hamming distance to the nearest point with a non-smaller fitness value can be spanned by mutation. In computer simulations of populations with about 3000 RNA molecules jumps of Hamming distances up to six were observed [36].

(iii) In the presence of extended neutral networks optimization follows a combined mechanism: adaptive walks leading to minor peaks are supplemented by random drift along networks that enable populations to migrate to areas in sequence space with higher fitness values (figure 7). Eventually, a local maximum of high fitness or the global fitness optimum is reached.

It is worth noticing how the greatest scholar of evolution, Charles Darwin himself, saw the role of neutral variants [11]: “... This preservation of favourable individual differences and variations, and the destruction of those which are injurious, I have called Natural Selection, or the Survival of the Fittest. Variations neither useful nor injurious would not be affected by natural selection, and would be left either a fluctuating element, ..., or would ultimately become fixed, owing to the nature of the organism and the nature of the conditions.” This clear recognition of selective neutrality in evolution by Darwin is remarkable. What he could not be aware of are the extent of neutrality detected in molecular evolution [58] and the positive role neutrality plays in supporting adaptive selection through random drift.
Figure 7: Optimization in sequence space through adaptive walks of populations. Adaptive walks allow to choose the next step arbitrarily from all directions of where fitness is (locally) non-decreasing. Populations can bridge over narrow valleys with widths of a few point mutations. In absence of selective neutrality (upper part) they are, however, unable to span larger Hamming distances and thus will approach only the next major fitness peak. Populations on rugged landscapes with extended neutral networks evolve by a combination of adaptive walks and random drift at constant fitness along the network (lower part). Eventually populations reach the global maximum of the fitness landscape.
Figure 8: Evolutionary design of biopolymers. Properties and catalytic functions of biomolecules are optimized iteratively through selection cycles. Each cycle consists of three different phases: amplification, diversification by replication with high error rates or random synthesis, and selection. Currently successful selection techniques apply one of two strategies: (i) selection in (homogeneous) mixtures using binding to solid phase targets (SELEX) [29, 90] or reactive tags that allow to separate suitable molecules from the rest [52] and (ii) spatial separation of individual molecular genotypes and large scale screening [59, 75, 76].
Since Spiegelman’s pioneering works on evolution of RNA molecules \textit{in vitro} many different studies were dealing with the optimization of biopolymers by means of evolutionary techniques. Serial transfer experiments in the presence of increasing concentrations of the RNA degrading enzyme RNase A, for example, yielded “resistant” RNA molecules [86]. Catalytic RNA molecules of the group I intron family were trained to cleave DNA rather than RNA [3, 61], the SELEX technique [29, 90] was applied to the selection of RNA molecules which bind to predefined targets with high specificity [50], and ribozymes with novel catalytic functions were derived from libraries of random RNA sequences [2, 9, 65]. Other approaches made use of \textit{in vivo} selection to derive new variants of biopolymers [10, 68] or exploited the capacities of the immune system for evolutionary optimization in the design of catalytic antibodies [63, 77].

In fact, \textit{in vitro} evolution experiments laid out the basis for a new discipline called \textbf{evolutionary biotechnology} or \textbf{applied molecular evolution} [25, 52, 54, 55]. In particular, the selection of RNA molecules that bind optimally to predefined targets has already become routine [28]. Attempts were made to apply the results of the theoretical approach presented here to the evolutionary design of RNA molecules [79]. In order to “breed” molecules for predefined purposes one cannot be satisfied with natural selection being tantamount to a search for the fastest replicating molecular species. In “artificial selection” the properties to be optimized must be disconnected from mere replication. The principle of evolutionary design of biomolecules is shown in figure 8. Molecular properties are optimized iteratively in selection cycles. The first cycle is initiated by a sample of random sequences or alternatively by a population derived from error prone replication of RNA (or DNA) sequences. Each selection cycle consists of three steps: (i) selection of suitable RNA molecules, (ii) amplification through replication, and (iii) diversification through mutation (with artificially increased error rates). The first step, selection of the genotypes that fulfil the predefined criteria best, requires biochemical and biophysical intuition or technological skill. Two strategies are used at present: selection of best suited candidates from a large sample of different genotypes in homogeneous solutions or spatial separation of genotypes and massively parallel screening. Variants are tested and discarded in
case they do not fulfil the predefined criteria. Selected genotypes are amplified, diversified by mutation with error rates adjusted to the current problem, and then the new population is again subjected to selection. Optimally adapted genotypes are usually obtained after some twenty to fifty selection cycles. After isolation they can be processed by the conventional methods of molecular biology and genetic engineering.

6. Conclusions and perspectives

Molecular evolution experiments with RNA molecules provided essentially two important insights into the nature of evolutionary processes:

(i) the Darwinian principle of (natural) selection is no privilege of cellular life since it is valid also for evolution in the test-tube, and

(ii) evolution is speeded up by many orders of magnitude in typical laboratory experiments and thus adaptation to the environment and optimization of molecular properties can be observed within days or weeks.

Speeding up evolution by reducing generation times to less than a minute made selection and adaptation to environment a subject of laboratory investigations. The enormous potential residing in the application of molecular evolution to the design of biopolymers was recognized within the last decade and successful pioneering experiments raised great hopes in a novel kind of biotechnology that copies the most successful principle of nature. In order to be able to create and optimize biomolecules with an efficiency suitable for technological applications, further development of the theory of evolution is required. Just as chemical engineering would be doomed to fail without a solid background in chemical kinetics and material science, evolutionary biotechnology can’t be successful without a comprehensive knowledge on molecular evolution and structural biology.

Most of the results on genotype-phenotype mapping presented here were derived from coarse-grained structures evaluated by means of the minimum free energy criterium of RNA folding. The validity of the statistical results, like shape space covering or the existence of extended neutral networks, is, however, not
limited to minimum free energy folding since they belong to the (largely) algorithm independent properties of RNA secondary structures \[88\]. They depend, in essence, only on the ratio of sequences to (acceptable) structures. In this respect, RNA secondary structures provide us with a toy world of vast neutrality that allows to study the powerful interplay of adaptive and neutral evolution.

Whether or not the results obtained with secondary structures are of general validity and thus can be transferred to three-dimensional structures of RNA molecules is an open question. There are, however, strong indications that this will be so although the degree of neutrality is expected to be somewhat smaller than with the secondary structures. The answer to this question will be obtained from suitable experiments that screen structures and properties of RNA molecules over sufficiently large parts of sequence space. Corresponding experiments dealing with binding of RNA molecules to predefined targets as the property to be optimized are under way in several groups. Preliminary data confirm the existence of neutral networks with respect to (coarse-grained) binding constants. A whole wealth of data on protein folding and resilience of protein structures against exchanges of amino acid residues seems to provide ample evidence for the validity of shape space covering and the existence of extended neutral networks for proteins too.

Neutral evolution, apparently, is not a dispensable addendum to evolutionary optimization as it has been often suggested. In contrary, neutral networks provide a powerful medium through which evolution can become really efficient. Adaptive walks of populations, usually ending in one of the nearby minor peaks of the fitness landscape, are supplemented by random drift on neutral networks. Periods of neutral diffusion end when the populations reach areas of higher fitness values. Series of adaptive walks interrupted by phases of (selectively neutral) random drift allow to approach the global minimum provided the neutral networks are sufficiently large.

This review has initially considered the language of evolution. Surely enough, we have now a very detailed knowledge on the language of genetics and the machinery processing genetic information. Evolution, however, is dealing with the evaluation of phenotypes and thus the core problem is to understand the relations between genotypes and phenotypes. The cases analyzed here are especially simple
since genotypes and phenotypes are two features of the same molecule and then genotype-phenotype mapping becomes tantamount to sequence-structure relations of RNA molecules, often apostrophed as the "second half of the genetic code" [38]. Although prediction of biopolymer structures is a very hard problem, it is, nevertheless, doable and modeling of RNA evolution in vitro can be carried out in a kind of toy universe. All natural systems are substantially more involved but for RNA viruses [19] and eubacteria [62, 89] current progress in the research of evolutionary phenomena is fast. It is at least conceivable that comprehensive models of procaryote evolution which deal with phenotypes explicitly will be developed in the not too distant future.
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   The original quotation reads: “... *It (the great book of the universe) is written in the language of mathematics and its symbols are triangles, circles, ...*”.


