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Abstract

While the concept of Nash equilibrium is central to economic theory, to date no one has provided a credible model of how economic agents come to play such equilibria. In particular, there is no model of how agents acting in their own self-interest — without any form of coordination — can learn equilibrium behavior starting from out-of-equilibrium conditions. This paper proposes a simple learning process with this property. Agents learn about their opponents by periodically testing and rejecting alternative hypotheses about their behavior. If they use sufficiently powerful tests and their responses are sufficiently close to being optimal, this process eventually leads them to play close to equilibrium a large proportion of the time.
1 Nash equilibrium

Over fifty years ago, John Nash established the existence of an equilibrium concept that has since become one of the cornerstones of economic theory (1). The idea is simple: a system of interacting agents is in equilibrium if each individual’s strategy maximizes her expected utility given the strategies of the others. The existence of equilibrium strategies follows from standard assumptions about payoff functions and Kakutani’s fixed point theorem (1,2). To date, however, no one has given a satisfactory explanation of what dynamical process actually yields Nash equilibria when the system begins in out-of-equilibrium conditions. While there have been a number of attempts to solve this problem, every learning method in the literature that we are aware of either fails to converge in some situations, converges to something other than a Nash equilibrium, or relies on ex ante information about the opponents’ payoffs that the players are unlikely to know in practice.

In this paper we propose a simple learning process that leads to Nash equilibria and only Nash equilibria in any finite game. The idea is based on statistical hypothesis testing: players learn about their opponents by testing and rejecting alternative hypotheses about their behavior. If they use sufficiently powerful tests and are sufficiently rational in their responses (but not perfectly rational), then eventually they will play close to Nash equilibrium — in fact they will eventually play close to subgame perfect equilibrium, which is considerable more demanding (3). This conclusion holds no matter how far from equilibrium the process is to begin with. Furthermore the method is robust in the sense that it presupposes no prior information about the opponents’ payoffs or their intended strategies.

2 Fictitious play

To fix ideas we shall first consider one of the standard learning algorithms in the game theory literature — fictitious play (4, 5) — and show why it does not solve the learning problem except under very special circumstances. (The reader familiar with the literature on fictitious play may wish to skip
ahead to section 3.)

Consider a two person game that is played infinitely often. At each point in time, each player computes the empirical frequency with which her opponent has played each action in the past. She assumes that the opponent will use these same frequencies in every future period, and chooses an action with highest expected payoff given this assumption. After each play the empirical frequencies are recomputed, and the process is repeated. (The choice of actions in the first period is arbitrary.)

To illustrate, consider the following simple coordination game. Two players are driving towards each other, and each has the choice of staying to the left (L) or to the right (R). If they coordinate each gets a payoff of 1, if they miscoordinate they crash and each gets a payoff of 0:

<table>
<thead>
<tr>
<th>Player 1</th>
<th>Player 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>1, 1</td>
</tr>
<tr>
<td>R</td>
<td>0, 0</td>
</tr>
</tbody>
</table>

In a single period of play this game has three Nash equilibria: i) both choose R; ii) both choose L; iii) both choose randomly with equal odds on R and L. The first two are *coordination equilibria*, while the third is a *mixed equilibrium*. Notice that the coordination equilibria yield a payoff of 1 to each player, whereas the mixed equilibrium yields an expected payoff of .5 and is therefore inefficient.

In the absence of communication it is not clear which equilibrium will be played, or in fact whether any equilibrium will be played. Suppose they use fictitious play as a learning rule. Suppose also that, in the first period, they happen to miscoordinate. Then in the second period they will miscoordinate again, because each thinks the other is going to continue to do what she did in the first period. This leads to a situation such as the following:

<table>
<thead>
<tr>
<th>Period</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>...</th>
</tr>
</thead>
<tbody>
<tr>
<td>Player 1</td>
<td>L</td>
<td>R</td>
<td>?</td>
<td></td>
</tr>
<tr>
<td>Player 2</td>
<td>R</td>
<td>L</td>
<td>?</td>
<td></td>
</tr>
</tbody>
</table>
In the third period each believes, based on the empirical distribution in periods 1 and 2, that the opponent will play $L$ or $R$ with equal probability. Given these beliefs, both $L$ and $R$ have an expected payoff of zero, hence any probability mixture over $L$ and $R$ would be a rational response in the third period. A particularly natural choice is to play $L$ or $R$ with equal probability. When both players do this, they coordinate with probability one-half. Say they coordinate on $(R, R)$. Then in the fourth period each thinks that the other is more likely to play $R$ than to play $L$, so they both play $R$ again. This continues in every subsequent period, that is, their behaviors have converged to playing equilibrium $(R, R)$. Similarly if they happen to coordinate on $L$ in the third period, their behaviors converge on equilibrium $(L, L)$.

But what if they miscoordinate in the third period? Then they will miscoordinate again in the fourth period, but in the fifth period there will be a fifty-fifty chance that they coordinate, in which case they continue to coordinate from then on. Extending this reasoning we find that the probability is one that eventually they coordinate on R or on L, assuming they randomize fifty-fifty between R and L whenever they are indifferent. In this case fictitious play solves the learning problem in the sense the behaviors converge with probability one to a Nash equilibrium.

But this does not hold in other situations. Consider the following example:

<table>
<thead>
<tr>
<th></th>
<th>Player 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L$</td>
<td>$L$</td>
</tr>
<tr>
<td>$R$</td>
<td>$0, 1$</td>
</tr>
</tbody>
</table>

Player 1

Here player 1 wants to imitate player 2, but player 2 wants to do the opposite of what player 1 is doing. In a single period of play, this game has a unique equilibrium in which each player chooses $L$ with probability $.58578 \ldots = 1/(1 + 1/\sqrt{2})$. No matter how the players start out, there is never a time at which they are indifferent between playing $L$ and $R$, due to the irrational payoff. Thus, each player chooses $L$ for sure or $R$ for sure in
every period. But this means that neither comes close to playing the unique equilibrium no matter how long the process continues.

It is important to note here that, while the period-by-period behavior of the players does not converge to equilibrium, the time-average behavior converges to the mixed equilibrium. That is, the empirical frequency with which each player chooses L converges to $1/(1 + 1/\sqrt{2})$. Thus, while the players themselves are not learning Nash equilibrium behavior, it is true that the average behavior of the system converges to equilibrium. (It can be shown that fictitious play has this property for almost all games in which each player has just two strategies (6,7)).

### 3 Notions of convergence

The preceding example illustrates that a learning process may converge to equilibrium in two different senses. We now formalize this observation. Let $G$ be a two person game in which player 1 (the row player) has $m$ strategies, $1 \leq i \leq m$, and player 2 (the column player) has $n$ strategies, $1 \leq j \leq n$. When player 1 chooses action $i$ and player 2 chooses action $j$, the payoffs are $a_{ij}$ and $b_{ij}$ to players 1 and 2 respectively. Suppose that player 1 chooses action $i$ with probability $p_i$, where $\sum_i p_i = 1$, and player 2 chooses action $j$ with probability $q_j$, where $\sum_j q_j = 1$. Then the expected payoffs are $\alpha(p, q) = \sum_i \sum_j a_{ij} p_i q_j$ for player 1 and $\beta(p, q) = \sum_i \sum_j b_{ij} p_i q_j$ for player 2. The pair of distributions $(p, q)$ is a Nash equilibrium if $p$ maximizes $\alpha(p, q)$ given $q$, and $q$ maximizes $\beta(p, q)$ given $p$.

Suppose now that the players change their behaviors over time according to some learning rule (not necessarily fictitious play). Let $p^t$ denote the probability distribution that describes how player 1 chooses her action in period $t$ (given the history to date), and let $q^t$ be the analogous distribution for player 2. Let $T$ be a positive integer. The expected proportion of times that action $i$ will be played in the first $T$ periods is $\overline{p_i^T} = \sum_{t \leq T} p_i^t / T$. Similarly, the expected proportion of times with which action $j$ is played is $\overline{q_j^T} = \sum_{t \leq T} q_j^t / T$. (As $T$ becomes large, the expected proportions come arbitrarily close to the actual proportions with probability one.)
Let $\vec{p}^T \equiv (\vec{p}_1^T, \ldots, \vec{p}_m^T)$ and $\vec{q}^T \equiv (\vec{q}_1^T, \ldots, \vec{q}_n^T)$. We say that the learning process converges in time average to equilibrium if the sequence $(\vec{p}^T, \vec{q}^T)$ comes close to some Nash equilibrium with high probability when $T$ is sufficiently large. More formally, for every small $\epsilon > 0$, there is a time $T_\epsilon$ such that, for all $T \geq T_\epsilon$, the Euclidean distance between $(\vec{p}^T, \vec{q}^T)$ and some Nash equilibrium is less than $\epsilon$ with probability at least $1 - \epsilon$.

This is a relatively weak form of convergence to equilibrium. A stronger and more satisfactory definition is the following: the learning process converges in behaviors to equilibrium if the sequence of strategies $(p^t, q^t)$ comes close to equilibrium with high probability. More formally, for every small $\epsilon > 0$, there is a time $t_\epsilon$ such that, for all $t \geq t_\epsilon$, the Euclidean distance between $(p^t, q^t)$ and some Nash equilibrium is less than $\epsilon$ with probability at least $1 - \epsilon$. (For games with a unique Nash equilibrium it is straightforward to show that convergence in behaviors implies convergence in time average. More generally it implies convergence in time average to the convex hull of Nash equilibria.)

We have just seen that fictitious play converges in behaviors for the left-right driving game and hence it also converges in time average. However, the example with irrational payoffs shows that fictitious play does not necessarily converge in behaviors, while still converging in time averages. It turns out that this second behavior is more typical for games with two actions. Indeed, every two-person game in which each player has just two actions converges in time averages provided that ties are resolved in a fixed way (6, 7).

If there are more than two strategies, however, fictitious play may no longer converge even in time averages. The following standard example is due to Shapley (8):

<table>
<thead>
<tr>
<th>Player 1</th>
<th>Player 2</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Red</td>
<td>Yellow</td>
<td>Blue</td>
</tr>
<tr>
<td>Red</td>
<td>1, 0</td>
<td>0, 0</td>
<td>0, 1</td>
</tr>
<tr>
<td>Yellow</td>
<td>0, 1</td>
<td>1, 0</td>
<td>0, 0</td>
</tr>
<tr>
<td>Blue</td>
<td>0, 0</td>
<td>0, 1</td>
<td>1, 0</td>
</tr>
</tbody>
</table>

We can interpret this as a fashion game in which player 2 is a fashion
leader and player 1 is a fashion follower: 1 wants to wear whatever 2 is wearing, but 2 wants to avoid what 1 is wearing. It can be shown that, starting from any pair of choices in period 1, fictitious play leads to cyclic behavior in which fashion rotates from Red to Blue to Yellow to Red to Blue and so forth. A particular sequence generated by this process is shown below:

<table>
<thead>
<tr>
<th>Period</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>Player 1</td>
<td>R</td>
<td>R</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>Player 2</td>
<td>R</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>R</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

It can be shown that each cycle is exponentially longer than the previous one, hence the time average of Red, Blue, and Yellow also cycles. But if the players are myopic (not forward-looking) the only Nash equilibrium of the game is for each player to choose each color with probability one-third in each period. Hence neither the time average nor the period-by-period behaviors come close to equilibrium (see figure 1).

4 Lack of information

Before describing our new learning procedure, we need to be clear about what kinds of information the players have at their disposal. When we write down a game (e.g., the three examples given so far) we specify the payoffs of each player. This does not mean, however, that in an actual game a player could be likely to know the payoff numbers of her opponent. Consider the following game with goods as prizes:

<table>
<thead>
<tr>
<th></th>
<th>L</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>Coke, Coke</td>
<td>Sprite, Seven-up</td>
</tr>
<tr>
<td>R</td>
<td>Seven-up, Sprite</td>
<td>Pepsi, Pepsi</td>
</tr>
</tbody>
</table>

Notice that without more information about the players' preferences, we do not even know the number of Nash equilibria in this game. If both players like dark drinks better than light drinks (or the other way around), then it
Figure 1: Frequency of each action in a simulation of fictitious play for the Shapley fashion game. The length of each successive cycle grows exponentially longer.
In this paper we demonstrate a simple learning rule that leads to equilibrium behavior without assuming any coordination by the players or their distribution. That is, if one player prefers dark to light and the other prefers light to dark, then it has a single Nash equilibrium that involves endowing between $I$ and $R$.

In the game theory literature, it is common to treat the problem of incomplete information as follows. The payoff to a player is determined by the realization of a random variable which is called the type of the player. It is assumed that the distribution of types is known only for each player's own payoff. These are known as equilibrium.

An alternative approach is to assume that the players have prior information about their opponents' possible strategies. This is a very demanding assumption, however, because the set of possible strategies of an opponent is uncountably large. Indeed, it can be shown that, under quite reasonable conditions, it would be very unlikely that players have the necessary information at their disposal for the grain of truth.

In any event, the learning problem is stated in terms of the set of possible strategies that the players have in mind. It is also assumed that the distribution of types is known only for each player's own payoff. These are known as games of complete and incomplete information.

In the game theory literature, it is common to treat the problem of incomplete information as follows. The payoff to a player is determined by the realization of a random variable which is called the type of the player. It is assumed that the distribution of types is known only for each player's own payoff. These are known as equilibrium.
offs, the behaviors will be within $\epsilon$ of a Nash equilibrium at least $1 - \epsilon$ of the time.

5 A new learning rule

For simplicity of exposition we shall state the approach in terms of two-person games; it extends to n-person games with no difficulty. The learning process has the following three-part structure, which is based on classical statistical hypothesis testing:

1. At each time a player has a model or hypothesis about the future behavior of her opponent, that is, a conjectured probability distribution over the opponent’s future actions.

2. From time to time the player compares her model with recent past data. If the data is unlikely to have occurred given that the model is true (according to some hypothesis test), the model is jettisoned and a new model is selected; otherwise the model is retained.

3. At all times the player chooses a smoothed best response to her current model, that is, she almost optimizes given her current forecast.

We now show how this process works for a particularly simple class of hypothesis tests; the more general case is treated in (16). We shall describe the algorithm from the perspective of player one: an analogous description holds for player two. Suppose we are playing a $2 \times 2$ game like the Left-Right driving game. Both players have two actions called 1 and 2. Player one will play action 1 with probability $p$ and player two will play 1 with probability $q$. Player 1 thinks that player two will play action 1 with probability $\hat{q}$ (\hat{q} is player one’s model of player two). Given $\hat{q}$, player one computes $p$ in order to expect to obtain a high payoff. Assume that player one is myopic, that is, he cares only about expected payoffs in the current period. (The framework extends to forward-looking players as we show in (16).)
Figure 2: The function $p = R^\sigma(\bar{q})$ relates player 1’s model ($\bar{q}$) to his probability ($p$) of playing $L$, where the underlying utilities are as specified in the left-right driving game. As $\sigma$ approaches zero, the reply functions look more and more like the pure best reply function.
Assume that $p$ is determined from $\hat{q}$ by the following quantal response function (17):

$$p = R^\sigma(\hat{q}) = \frac{e^{(\hat{q}a_{11} + (1-\hat{q})a_{12})/\sigma}}{e^{(\hat{q}a_{11} + (1-\hat{q})a_{12})/\sigma} + e^{(\hat{q}a_{21} + (1-\hat{q})a_{22})/\sigma}}$$

where $a_{ij}$ is the payoff to player one if he plays $i$ and player two plays $j$. See figure 2 for a plot of this function.

Let $U_q(1) \equiv \hat{q}a_{11} + (1-\hat{q})a_{12}$ and $U_q(2) \equiv \hat{q}a_{21} + (1-\hat{q})a_{22}$ be the utilities from player actions 1 and 2 respectively given one’s belief that player two is using the distribution $\hat{q}$. Then the response function can be written in a more suggestive fashion as follows:

$$p = R^\sigma(\hat{q}) = \frac{e^{U_q(1)/\sigma}}{e^{U_q(1)/\sigma} + e^{U_q(2)/\sigma}}.$$

The sharpness of the response depends on the size of $\sigma$. When $\sigma$ is small, player one plays an optimal response with high probability for most values of $\hat{q}$. When $\sigma$ is large, he chooses the two actions with nearly equal probability. The idea is that players’ responses are modified by small trembles or unobservable utility shocks, an assumption that comports with a fair amount of experimental evidence (18, 19, 20, 21).

Figure 2 shows plots of $R^\sigma$ for three values of $\sigma$. When $\sigma$ is small (e.g., $\sigma = .01$) the player plays left with high probability if his model of the opponent is that she is going to play left with probability greater than one-half (i.e. $\hat{q} > .5 + O(\sigma)$). Similarly he plays Right with high probability if his model says the opponent is going to play Right with probability greater than one-half.

In general, when player one has $m$ actions and player two has $n$ actions, $p$ and $\hat{q}$ are vectors. That is $p = (p_1, \ldots, p_m)$ where $p_i$ is the probability with which player one takes action $i$. Similarly, $\hat{q} = (\hat{q}_1, \ldots, \hat{q}_n)$ where $\hat{q}_j$ is the probability with which player one thinks player two is going to choose action $j$. The quantal response function in this case is

$$p_i = R^\sigma_i(\hat{q}) = \frac{e^{U_q(i)/\sigma}}{\sum_x e^{U_q(x)/\sigma}}$$

(1)
where \( U_q(i) = \sum_j a_{ij} \hat{q}_j \) is the expected utility to player one when he plays \( i \) and he thinks player two is using \( \hat{q} \). (To avoid confusion with Bayesian terminology, we have used the word “model” instead of “belief” to describe \( \hat{q} \).

To make the absolute size of the smoothing parameter \( \sigma \) meaningful, we will assume that the payoffs are all between zero and one. When \( \sigma \) is large, we know the actions chosen are a very smooth function of the models, when \( \sigma \) is small the response function is close to knife-edge behavior. Plots of \( R^\sigma \) for various values of \( \sigma \) are shown in figure 2.

The hypothesis testing rule compares the observed frequency of play over \( s \) rounds with the current model \( \hat{q} \). If this difference is larger than a prespecified tolerance \( \tau \), the hypothesis that the other player is playing \( \hat{q} \) is rejected. If the hypothesis is rejected a new hypothesis is chosen; otherwise the current hypothesis is maintained.

**Definition 1 (The learning parameters)** The parameters \( \sigma \), \( \tau \) and \( s \) are called the learning parameters. The size of \( \sigma \) determines the closeness to optimality of the response, that is, the utility is close to the utility generated by a best reply. The size of \( \tau \) determines the fineness of the test, that is, how accurate the hypothesis must be in relation to the observed data in order to accept the hypothesis. Finally, \( s \) is the amount of data on which tests are based. A large value of \( s \) combined with a small value of \( \tau \) yields a powerful and accurate test.

We can now describe the algorithm in terms of the learning parameters (which may be different for different players):

1. Initialization: Pick the initial hypothesis \( \hat{q} \) uniformly at random.

2. Play: For each round of play use the distribution \( p = R^\sigma(\hat{q}) \) to randomly pick an action in the current round of play.

3. Test:

   (a) If not currently collecting data, start to collect it with probability \( \frac{1}{s} \) and continue collecting it for the next \( s \) rounds of play.
(b) If $s$ rounds of data have just been collected, stop collecting data and compute the empirical distribution of the opponents’ actions, $\overline{q}$. If $|\hat{q} - \overline{q}| > \tau$, reject the current hypothesis and pick a new hypothesis $\hat{q}$ uniformly at random (i.e. go to step 1). If the test is not rejected leave $\hat{q}$ as it was (i.e. go to step 2).

![Graph of response functions for the soda game, with models and responses. The true model (indicated by a cross) is not close to either hypothesis (indicated by solid dots).](image)

Figure 3: Response functions for the soda game, with models and responses. The true model (indicated by a cross) is not close to either hypothesis (indicated by solid dots).

We illustrate the situation in Figure 3. At this particular point in time, player one has model $\hat{q} = .43$ and player two has model $\hat{p} = .38$ (these are indicated in the figure by hollow dots). The actual probabilities of choosing action 1 for each player are given by $R(\hat{q}) = .2$ and $R(\hat{p}) = .8$. For each player, the combination of the model and the play probability is a point on that player’s response curve (indicated by a solid dot). These
are the probability distributions that each player *thinks* is governing the process. The real probability distribution (the true model) is determined by the combination of play probabilities, that is, by the point labeled with a cross in the figure. Since the dots do not lie near the cross, the players are likely to reject their hypotheses, and typically the true model will shift also. Only when the dots both lie close to the cross are the hypotheses likely to be accepted. This can only happen if the dots and the cross all lie close to the crossing point of the two response curves. When the response curves are close to being optimal (i.e., when $\sigma$ is small), this means that play is close to being a Nash equilibrium.

![Matching Pursuit: Player's actions using fictitious play](image)

**Figure 4:** The learning process illustrated for the driving game. The learning parameters for both players are $\sigma = .5$, $\tau = .025$ and $s = 1000$. Sometimes play is close to the drive-right equilibrium, while at other times it is close to the drive-left equilibrium. Note the sharp transitions between the two regimes. The interior equilibrium occurs infrequently enough that it does not appear in this run.
Figure 5: Shapley game simulation for 150,000 rounds of play with $\sigma = .5$, $\tau = .095$, and $s = 1000$. Note the long periods of stability and short bursts of searching. (The graph shows player 1’s probability of choosing Red in each period; the behavior of the other players exhibits the same phases of stability and searching.) In the stable periods play is close to the unique Nash equilibrium in which each player chooses each action with probability $1/3$. 
We illustrate the qualitative behavior of this algorithm for the driving game (figure 4) and the fashion game (figure 5). Note that the process goes through two phases of behavior: search and stable play. During the search phase, both players frequently change their hypotheses and responses. This continues until they hit on a lucky combination in which both of their hypotheses are close to the actual play distribution of the other player. In this situation the behaviors are close to being a Nash equilibrium. During the ensuing stable phase, both players keep testing their hypotheses and do not reject them. A stable phase typically lasts much longer than a search phase.

Eventually, one of the players rejects her model even though it is reasonably accurate (one might say a type I error has occurred). This destabilizes the "near equilibrium" phase and another search phase is entered. After this new search settles into stable play, the process may be close to the same Nash equilibrium as before, or it may be close to a new Nash equilibrium. From the figures, we see that the fraction of time that the process is in a stable phase (and hence close to equilibrium behavior) much higher than the fraction of time that it is in a search phase. Establishing this fact proves the following theorem (see 16 for details):

**Theorem 1** For any finite game $G$, and any $\epsilon > 0$, there is a range of values of the learning parameters such that hypothesis testing yields behaviors that are within $\epsilon$ of a Nash equilibrium of $G$ at least $1 - \epsilon$ of the time.

6 Extensions of the result

An important feature of this process is that the choice of new hypothesis can be carried out in many different ways and behaviors will still converge to equilibrium (though the rate of convergence may be affected). In particular, when hypotheses are rejected, the players could use quite sophisticated techniques to choose new hypotheses that take into account information revealed by play so far. This added sophistication does not necessarily lead to better convergence properties; in fact it may promote cycling, as in fictitious play. It can be shown, however, that if the space of possible hypotheses is
searched completely with positive probability after each rejection (in a sense made precise in (16)), then behaviors eventually come close to equilibrium and stay close a large proportion of the time.

Another extension involves players who take account of the repeated nature of the game. For example, some players might be interested in payoffs from future play in addition to play in the current round, and thus they may be motivated to play very sophisticated, forward-looking strategies. Other players might play complex strategies that condition on previous behavior, such as tit-for-tat. Theorem 1 can be extended to take both of these possibilities into account (16). In fact it can be stated in a form that guarantees that behavior comes close to subgame perfect equilibrium, which is considerably more demanding than Nash equilibrium.

7 Discussion

It may seem somewhat odd that such a straightforward approach to learning has been overlooked to date in the game theory literature. After all, hypothesis testing is routinely applied to statistical estimation problems: why not use it to learn the strategy of an opponent? In this case a hypothesis would amount to a "guess" about the probabilities governing the opponent’s choices. A hypothesis testing procedure involves subjecting successive batches of data to tests, rejecting those that do not fit the data reasonably closely. This approach would clearly work if the opponent’s strategy were the same in each period, but in fact it keeps changing as the opponent learns. In other words, the learning process induces a feedback loop in which the thing being learned reacts to the players’ attempts to learn it. The substance of our result is that, even in this highly non-stationary environment where multiple agents are learning about each other, the hypothesis testing approach can be successfully applied without any special assumptions about the structure of the game or the information available to the players.
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