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A swarm of bees in May
Is worth a load of hay;
A swarm of bees in June 
Is worth a silver spoon;
A swarm of bees in July
Is not worth a fly.
—Old Rhyme, Anonymous

insect note
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profile

S IR  
ROBERT 
MAY by Georgina Ferry

COMPLEXITY AND REAL WORLD PROBLEMS
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“ IF  THERE IS  ONE CONSISTENT THREAD THAT RUNS

THROUGH MY LIFE FROM WHEN I  WAS YOUNG,”

SAYS SIR ROBERT MAY,  “ IT ’S THAT I  ENJOY PLAY-

ING GAMES,  WHETHER IT ’S MONOPOLY,  RISK,

CHESS,  OR CONTRACT BRIDGE.  AND MY PROFES-

SIONAL INTEREST IS  IN WORKING OUT THE RULES

OF THE GAMES THAT NATURE PLAYS.”

Since a few years after its foundation, the “floating crap game” (as the
Institute was dubbed by founders early on) has intrigued (and sometimes
exasperated) May from his vantage point on the SFI Science Board. This
year, for the first time, he is co-chairing the Board (with biophysicist
Harold Morowitz), and so has a chance to referee the game, if not to
rewrite some of the rules.

No one should confuse May’s penchant for games playing with frivo-
lousness. Throughout his career he has pursued ideas in theoretical biol-
ogy whose understanding has practical consequences of the utmost
importance, notably in preserving biodiversity and controlling the
spread of infectious disease. And his desire for SFI is to see it pursuing
programs that are similarly grounded in reality. “It’s becoming apparent
that a theory of complexity in some sense of a great and transforming
body of knowledge that applies to a whole range of cases may be unten-
able,” he says, “but there are undoubtedly a number of extremely use-
ful ways it may be applied. The Institute has grown physically and intel-
lectually from its modest beginnings. We need to think provocatively
about managing the science on the horizon.”

GO
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SOCIALLY RESPONSIBLE SCIENCE
Back in the 1960s, May himself made the switch

from enjoying mathematical analysis of complex phe-
nomena for its own sake to using it as a tool to solve real-
world problems. Born and raised in Sydney, Australia, he
began his higher education in chemical engineering
before discovering theoretical physics and taking a
Ph.D. in superconductivity. But he left what would have
been a very successful career analyzing the fundamental
nature of the universe to enter the burgeoning move-
ment toward social responsibility in science, which in
Sydney focused strongly on the impact of human activ-
ity on global ecology. Reading around the topic, he
balked at a statement that complex ecosystems were
more stable than simple ones. “I was intrigued enough
to look at the mathematical arguments for this,” he says
“and found that on the contrary, the more species you
had, then, as a mathematical generality, the less stable
the system. Of course,” he adds, “real ecosystems are
forged by evolutionary forces acting on their constituent
individuals, and as such are not mathematical generali-
ties.” May’s subsequent work contributed to the recog-
nition that communities with many and varied species,
such as rainforests and coral reefs, can be highly vulner-
able to environmental damage.

He went on to describe the
“boom-bust” cycles of some
animal populations as exam-
ples of chaotic dynamics, in
which the initial conditions—
number of animals, rate of
reproduction, and so on—can
never be described accurately
enough to predict the out-
come. His reputation growing,
in 1973 he moved from Sydney
to Princeton, and from theoret-

ical physics to the professorship of zoology. Soon after-
wards he began a long-term collaboration with the para-
sitologist Roy Anderson, then at Imperial College,
London, applying the models of population biology he
had developed to the problem of how infection is trans-
mitted and maintained in host populations. This work
proved to be of critical importance in understanding the
spread of HIV. May and Anderson’s stark predictions of
the catastrophic impact of AIDS on African populations
have proved to be all too accurate. “Our models of the
spread of HIV in Africa were based on the observation
that it’s much more dangerous to have one sexual con-
tact with each of ten different people, than to have ten
contacts with the same person,” says May. “That’s why
we predicted a much more rapid spread than other mod-
els, which saw each individual act as equally risky.”

MASTERING THE BUREAUCRACY GAME
Since 1988, May has been based in the Zoology

Department at the University of Oxford in England,
where he is a Royal Society research professor. From
1995 to 2000 his incisive, analytical approach was
pressed into service by the British government, which
appointed him its chief scientific adviser. Some might
have wondered how the blunt-speaking, uncompromis-
ing Australian, with his well-known distaste for bureau-
cracy, would fare in the polite world of Whitehall (equiv-
alent of the United States Capitol Hill). But it proved to
be a brilliantly successful appointment. “If one is to be
effective, one must operate within the civil service and
understand the workings of that subculture,” says May.
His adoption of a jacket and tie in place of his accus-
tomed hiking gear was a superficial expression of his
instant mastery of the rules of the Whitehall game,
which allowed him to establish fruitful working rela-
tionships at every level in the Office of Science and
Technology (OST). He was then able to do what he
likes best—to “understand the points of leverage on a
complex system and what you ought to be doing to
make it work better.”

THROWING OPEN THE CURTAINS
His first move, a crucial one for British science, was

to analyze the cost effectiveness of basic science in the
UK as compared to other countries, something that had
never been done comprehensively before. He found
that while Britain came near the top of the industrial-
ized world in its output of research, it was near the bot-
tom in government spending on research and develop-
ment as a percentage of GDP (Gross Domestic
Product). Combining the two put Britain clearly in the
lead as the most cost-effective nation in research. After
years of admonishment from the Treasury to become
more efficient, the research community was able to
prove that it was already the most efficient in the world.
With the more favorable spending climate ushered in by
the election of Tony Blair as Prime Minister in 1997, sci-
ence was able to win year-on-year real terms increases in
its budget.

May’s second major achievement as chief scientific
adviser was to throw open the curtains that traditionally
obscured the whole process of expert scientific advice to
government. A catastrophic breakdown in public trust
had occurred after the government repeatedly—and
erroneously—reassured consumers that cattle disease
BSE posed no risk to human health. During May’s
tenure the whole structure of scientific advisory com-
mittees was revised to include bodies that had a more
strategic position on issues such as food safety and
human genetics, and that included members from a M
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broader range of backgrounds. At the same time he
issued guidelines establishing openness rather than
secrecy as a fundamental principle of their activities. Far
from dismissing the anti-science attitudes of animal
welfare, consumer, or anti-capitalist organizations, May
believes that societies should engage the full range of
views in the debate about what kind of world we want
to live in.

“Once we can agree on the values that motivate us
as members of our societies,” he says, “we then need to
ask how best to pursue those values. Here I part com-
pany from those who would cast scientific rationality as
the problem. Our values will indicate what questions we
should be asking about the natural world and humani-
ty’s impact on it; our science will ensure that the
answers have a solid foundation.” On ending his five-
year term at OST in September 2000, May stepped
almost immediately into the presidency of the Royal
Society, Britain’s 340-year old scientific academy. There
he is actively fostering an engagement between the sci-
entific community and the general public that isn’t just
a matter of “handing down received wisdom.”

LIFE AFTER THE NEWTONIAN DREAM
Since he left Princeton in 1988, May has punctuated

his career with regular visits to SFI (an added attraction
was that his daughter lived nearby until recently).
Communicating the excitement of science is something
May believes SFI does extremely well. “Its success in
convincing people that what it’s doing is exciting and
important is one of its most significant accomplish-
ments,” he says, “and I think a lot of effort ought to go
into working out what it is that has made it so successful,
so that we can translate it more generally into other areas
of science.” May points out that SFI was born just at the
demise of the “Newtonian dream”—that however com-
plex it might appear, the world is underpinned by laws
that can be expressed as equations, and thus ultimately
is predictable. “The Institute was created as a better
understanding of the relation between simplicity and
complexity in nonlinear systems emerged,” he says. “It
saw itself as maybe the place that could help articulate
what replaces the simplistic Newtonian dream. That was
a pretty large thing to take on: the boldness with which
that vision has been articulated has contributed to all the
attention SFI received.” This attention tended to
become polarized, he says, between uncritical admira-
tion on the one hand and disparagement on the other,
“neither of which reflects the much more interesting and
richly textured reality of the place.”

So where does May stand? “I’m an enthusiast for the
idea,” he says, “but a rather analytic critic for what is an
accomplishment and what is charismatic blather.”

Among projects he admires he cites Alan Perelson’s
work on theoretical immunology, which complements
that of a second group under Martin Nowak first at
Oxford and later at the Institute of
Advanced Study at Princeton; and work on
allometry led by Geoff West and Jim
Brown that gives “a really novel twist” to
the ideas of the early 20th-century pioneer
D’Arcy Thompson. “Neither
of these examples offers a
transforming insight into a the-
ory of complexity,” he says,
“but they are using tools in the
style that sparked the creation
of the place.” Another project
that he finds “fun and interest-
ing but it needs more disci-
pline” is Per Bak’s work on
self-induced criticality. “I
think the notion that major
extinctions are just large slips
on the sandpile, self-organized
by interactions among the
creatures—as distinct from perturbations to the sandpile
created by the sand shovels of external environmental
effects—is an interesting one,” he says, “but I do not
find it at all persuasive.” To be persuaded by any such
theory, May wants to see it backed up by real data.

MAKING COHERENT CONTRIBUTIONS
For the future, May would like SFI to identify some

key themes which relate to important growth points in
science, and to which it can bring its distinctive analyti-
cal approach. “I think as the Institute becomes more
successful, in the sense of more people and more fund-
ing, people are going to ask more critical questions
about exactly what its accomplishments are,” he says,
“which makes it all the more important that there be
significant and relatively coherent contributions to
major developing subject areas that are complex.”
Needless to say, he has ideas about what those subject
areas might be. One, the origins of language, is already
an interest of the Institute and in particular of one of its
founders, Murray Gell-Mann.

“Murray’s interested in comparative analysis of lan-
guage and using it to reconstruct human phylogenies,”
he says “and that’s very interesting. But then there are
also the sorts of things that Martin Nowak and others
have been developing, asking how you develop a sig-
nalling system efficiently. At what point should you go
from making up new words to combining syllables, or
from new polysyllabic words to inventing syntax, purely
as a more effective means of communication? That’s a

There is time enough. And I
believe that the grasshoppers
chirruping after their manner in
the heat of the sun over our
heads are talking to one anoth-
er and looking down at us. . . If
they see us discoursing, and
like Odysseus sailing past
them, deaf to their siren voic-
es, they may perhaps, out of
respect, give us the gifts which
they receive from the gods that
they may impart them to men.
–Plato

insect note
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much more analytic or evolutionary biological approach
to the problem, which I particularly like. And there are
lots of other new doors on the subject. It seems to me
that there’s a theme there with lots to be done, where the
Institute could be making a distinctive contribution.”

May would also like to see SFI entering the era of biol-
ogy that is already following from the sequencing of the
human genome—variously called functional genomics,
post-genomics, or proteomics. Many of those who have
been involved in sequencing think the future is more of
the same: clever annotation of the sequences and then an
even bigger program to mechanize the collection of pro-
tein structures, of which there are vastly more than there
are genes. But May thinks there might be an alternative
approach. “It could be that there are really quite critical
questions to be asked about the simplicity [of the DNA
structure] that underlies unimaginable complexity in sig-
nalling in cells, and that these might be answered other
than by codification in vast databases. And that’s a really
ambitious thing to have a crack at, but shouldn’t it at least
be talked about?” he asks.

He also has ideas about applying complexity theory
in the social sciences, particularly—building on earlier
successes at SFI—economics, a field he sees as desper-
ately in need of “transforming insights that respect
data.” And the advent of e-commerce provides a fruitful
new area to explore. One possible topic is taxation. “As
money becomes more and more virtual it is going to
become harder and harder to levy taxes,” he argues,
“other than from individuals that are located in particu-
lar places in ways that much of commerce is not.” He

suggests an SFI program to explore the
implementation of new tax regimes to offset
the inaccessibility of commerce, and the

social consequences that
might follow from a shift of
the tax burden from corpora-
tions hiding out in cyber-
space to individuals who the
government can still find. 

OPTIMIZING
PRODUCTIVE IDEAS

“In all of these my vision
would be not that the
Institute is going to produce

some analog of Watson and Crick’s discovery of the
DNA structure, because I don’t think there is an analog
of that, but it could produce lots of smaller things that
would add up to something just as important,” says May.
“We ought more deliberately to be asking what some of
those things might be so that we have a program that

gives us a better chance of making practical, solid con-
tributions to some of these emerging areas. It’s very dif-
ficult if the program is entirely existential and driven by
the accident of who happens to be there at a given
time.” In the interests of greater coherence, he feels
that some structural changes in the organization of SFI
faculty might be necessary. “The appointment of Ellen
Goldberg as president has been a very important and
successful step in the direction of having a bit more
structure in the place,” he notes. He appreciates the
intellectual flexibility that SFI’s “without walls” philos-
ophy engenders, but at the same time believes that “it’s
easier to create shifting, time-limited programs around
particular areas of science if you can have senior people
who are there for a little bit longer. Identifying and then
capturing a person who will encapsulate a program for
several years, helping to facilitate the creativity of more
transient younger people, is itself a tricky thing to do.
But I think it’s a bit hard to run anything that has any
coherence without it.” 

How you organize a research institute to optimize its
output of productive ideas is itself the kind of problem
May would like to see subjected to closer analysis. “The
question of what made Pericles’ Athens great is a ques-
tion that we don’t ask and that we should ask,” he says.
“What is the trade-off between leaving everybody alone
to get on with it, which has to be an important element
of success, as against providing some structure and
coherence?” Unlike many more established institutions,
SFI has the scope to ask such questions—and maybe to
find some answers.

Georgina Ferry is a freelance science writer in Oxford,
England. She is the author of Dorothy Hodgkin: A Life (Cold
Spring Harbor Laboratory Press, 2000) and editor of
Oxford Today, the alumni magazine of Oxford University.

As anyone who has spent any part
of a summer in the Mediterranean
countryside can attest, the cicada,
mostly through its incessant singing
during the hot daylight hours, is a
constant and ubiquitous contributor
to the ambiance. It has been so of
course for millennia. 
Cicada in Ancient Greece by Rory B. Egan

insect note
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Sharing Computer Power

by Rex Graham
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Several years ago, computer scientist Derek Smith
conducted his modeling research the time-honored
way—by scrounging. After his colleagues at SFI and
University of New Mexico went home for the day, he
kept their computers humming. He was busy analyzing
the outcomes of  nine influenza epidemics that includ-
ed people vaccinated multiple times against the flu.
The computer runs modeled the battle between virus
and individuals’ immune systems. Too often, the virus
would win and cause the flu, or much worse.

Smith’s scrounging paid off. He and previous interim
SFI Vice President Stephanie Forrest, University of
New Mexico Researcher David Ackley, and the head of
the SFI Immunology Program, Alan Perelson, authored
a 1999 paper in The Proceedings of the National Academy of
Sciences titled “Variable efficacy of repeated annual
influenza vaccination.”

“We ran the individuals in the field studies of the
1970s and 1980s in our model to see what proportion
would get sick, and we found a high correlation with
what the model predicted and what actually happened,”
says Smith, currently a researcher in the Virology
Department and World Health Organization National
Influenza Laboratory at Erasmus University in the
Netherlands. “We didn’t tune the parameters in the
model to fit the data. These were parameters of the
model that were based on fundamental immunological
data such as cell lifetimes and antibody-binding data,
along with some guesses when data were not available.”

Of course, interesting results often lead to even
more interesting questions. In order to increase the pre-
dictive power of the model, Smith wanted to simulate
more combinations of more individuals with more com-
plex vaccination histories with more strains of influenza.
“Your brain expands with the size of the tool you have,”
says Smith.

The tool he needed next would be impossible to
scrounge (or so he thought). But luckily, in 2000 he met
up with Nelson Minar, an old friend and former SFI
undergraduate intern. Minar had just co-founded
Popular Power, a start-up company providing wired sci-
ence’s newest new thing—distributed computing—
which is scrounging on the Internet.

Soon, Smith was modeling influenza epidemics on
dozens of computers, hundreds of computers, then
10,000 computers connected to Popular Power’s distrib-
uted-computing network. Actually, the network grew as
more computer owners began volunteering to help fight
the flu.

COMPUTER PHILANTHROPY
Recalling my debilitating, two-week bout with flu

two decades ago, I downloaded Smith’s 2.3 MB software

Synthetic Science
by Lesley S. King

While some computer scientists grapple with the
concrete challenges of using multiple computers to
research massive questions, Roger Burkhart, a soft-
ware specialist at Deere & Company and participant
in SFI’s Business Network, is tackling theoretical
questions involved in such an endeavor, what he
calls “synthetic science.” This concerns defining
these systems in an abstract way. “I think it’s prac-
tical and important to consider how we can best
describe the operations of these parallel machines.” 

When viewing the systems, Burkhart applies his
engineering background to come up with a new kind
of blueprint that gets above the technical details
that all the previous methods have required up to
now. As an example of such a blueprint he notes
Walter Fontana’s pioneer work on abstract chem-
istry, in which Fontana came to see molecules
themselves as rules of interaction, as agents of
transformation that act on other molecules to
become new agents of transformation. In applying
this notion to computers, Burkhart asks, “Can you
create a small set of simple, regular building blocks
that combine into more long-lived aggregate struc-
tures?” 

He’s confident enough with the answer to continue
to explore the question, though he is humble about
the progress of the work thus far. In one moment he
might say that he’s interested in designing and engi-
neering autonomous computing units. In other
moments he might broaden the goal to “build com-
puting structures that are actually localized and con-
trol their own organization and development as an
internal part of the structure.”

He adds, “I’d like to create some sort of basic
structures that need not be literally inspired by any
kind of real structure but do have the ability to grow
and develop. Biological development is a process
for which there’s no counterpart in computing soft-
ware today. It may be that this would lead to a soft-
ware framework that would implement these capabil-
ities.”

A number of SFI’s initiatives fall into the category of
studying abstract networks, the most notable being 
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program from Popular Power’s website on March 14,
2001.  I began leaving the power to my computer turned
on when I wasn’t using it, and Popular Power’s logo
would appear like a screensaver. While I watched base-
ball on TV and munched popcorn, my personal com-
puter with a Pentium III processor would crunch num-
bers. I enjoyed the vicarious pleasure of knowing I was
helping in the war against flu. Other than paying for the
electricity to run my computer, nothing was required of
me. My $40-per-month Internet-access fee wasn’t
affected, and my computer received assignments and
returned results automatically via cable-modem. During
my first 19 days, I completed 167 tasks for Smith and
ranked in the top 33 percent of the volunteers—more
vicarious enjoyment.

Smith, a former SFI graduate fellow, along with his
colleagues, has devised an even more successful model.
Without intending to do so, Smith also has found him-
self on the vanguard of distributed computing, which is
speeding the pace of scientific and commercial research
that requires computer modeling.

While the need for such high-performance computing
is exploding, few researchers have access to an IBM ASCI
White supercomputer that can perform 12 trillion com-
putations per second (12 teraflops). Instead, companies
such as Popular Power convince volunteers to download
software that takes over their computers when they aren’t
using them. With this technology, scientists aligned with
the Popular Powers of the world are using home-grown
“CPU farms” to find better drugs for Alzheimer’s, cancer,
and other diseases, a well as to find new prime numbers,
better encryption strategies, and more effective ways to
predict changes in complex systems.

“I think these distributed-computing platforms have
huge opportunities for the kind of research topics the
Santa Fe Institute is involved in,” says Andrew Chien, a

the Network Dynamics program. This program stud-
ies the interaction of a set of points or nodes,
whether they be people interacting in relationship or
metabolites interacting in a biochemical reaction. To
understand this interaction, it’s often necessary to
build and test purely artificial forms of networks
instead. “I’m not saying anything essentially differ-
ent,” says Burkhart, “so much as let’s consider how
we can define the creation and testing of artificial
structures of all kinds. Whatever source they’re
inspired from, we’ll end up studying the structures
directly, as objects in their own right.”

Burkhart notes that this switch in subject matter
can lead to a larger science of constructed sys-
tems. “It’s like empirical science but on structures
that we’ve created and defined, without reference
to anything save our own definitions. That also
makes it more like empirical mathematics, since
these are utterly a priori objects, yet with richer and
deeper historical development than normally
explored by a purely mathematical approach. We
could end up with a whole new science of artificial
processes, to combine with our study of naturally
occurring, contingent ones. We may find that the
natural structures we care about are only represen-
tative samples from a space of larger possibilities,
and that our science helps us understand the struc-
tures we can build as well as those we merely find.
Since we increasingly live inside networks of inter-
action that we ourselves have constructed, such a
science can only become more significant.”

In order to be successful in this process Burkhart
believes language must come into play. “We need a
vocabulary to express the creation and testing of
these computers’ parallel structures—a language
that is much higher and suited to the statement of
our own problems rather than those of the enabling
apparatus.” He gives as an example work he’s
doing to define e-business. “How do you define
what you expect and permit for the whole history of
interactions that could make up a business
process—often even with legal implications?”

He sees promise in the notion of the scrounging
type of distributed computing such as is done by
SETI@home, as well as clusters of local machines
like SFI’s Beowulf system, but asks, “Can we deal
with both in a way that isn’t mired so badly in the
technologies in which we implement them?”



computer science professor at the University of
California at San Diego and chief technology officer at
Entropia, a distributed-computing company in San
Diego. “You can apply thousands of times more com-
puting power involving heuristic techniques for solving
combinatorial, complex problems than have ever been
applied before.” Heuristic programming, a branch of
artificial intelligence, uses common-sense rules drawn
from experience to solve problems.

HOW FAR WILL THE ALTRUISM GO?
Investors and venture capitalists who know nothing

about influenza vaccines had already sensed opportuni-
ty in distributed computing. They are pouring tens of
millions of dollars into startups. Officials with Entropia,
Parabon Computation, Popular Power, Porivo
Technologies, United Devices, and others know that it’s
good business to capitalize on altruistic attitudes toward
scientific research. Some companies offer sweepstakes
as incentives as they blend in commercial projects with
purely scientific investigations. Parabon, for example,
was offering its members a $100 daily, and $1,000
monthly sweepstakes. The more days a member
donates his or her computer, the greater their odds of
winning.

As part of my initial sign-up with Popular Power, I
checked the “profit” box, thereby agreeing to let the
company use my computer—free of charge—for com-
mercial projects. (Actually, I merely wanted to find out
about Popular Power’s commercial projects.) Popular
Power had planned to eventually pay its members for
tasks processed on commercial projects—$5 to $10 dol-
lars per month, but that idea was put on hold. “Giving
away money is no longer a business model,” says Minar.
In addition, Popular Power’s commercial customers
were primarily interested in distributed-computing
behind their firewalls, not on the Internet. 

Volunteers are willing to absorb the costs of their
Internet service, just as I was, to help scientists do cut-
ting-edge research. Will these foot soldiers in the war
against diseases also donate their computers to measure
stock-market volatility, chart the performance of web-
sites, or help design pharmaceuticals for drug compa-
nies? Investors in distributed computing companies say
their fledgling industry has a potential of up to $12 bil-
lion in annual sales. Current industry-wide figures are
unavailable.

The host for Smith’s influenza project, the San
Francisco-based Popular Power, received roughly $2
million in “angel” funding from individual investors and
reportedly kept its burn rate below $200,000 per month.
It had recruited two commercial customers; BEA
Systems, an e-commerce software provider, and an
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Dynamic Learning
by Cosma Rohilla Shalizi

Distributed computing isn’t simply increasingly practi-
cal; it’s also an important part of a new theoretical
initiative at SFI on the “Dynamics of Learning and
the Emergence of Distributed Adaptation,” headed by
SFI Research Professor Jim Crutchfield, and spon-
sored by DARPA (Defense Advanced Research
Projects Agency).

Like a lot of work associated with SFI, the Dynamics
of Learning project is agent based, but not in the
usual way. Most agent-based research designs
agents for a particular task, or for simulating a par-
ticular model. Some (such
as the Swarm project, formerly of SFI, now of
swarm.org) focus on building general simulation sys-
tems for agent design. While these efforts have
been valuable and (mostly) successful, they haven’t
given us a theory of agents or their collective behav-
ior. 

This is the gap Crutchfield hopes to fill. The goal is a
general, quantitative, predictive theory of cognitive
agents and of agent collectives, applying both to nat-
ural systems (say, the immune system, or insect
swarms) and artificial ones (e.g., a group of
autonomous robots). The theory would be analytical,
predicting what a given system would do, rather than
synthetic, saying how to design a system with some
desired behaviors, but the analytical methods ought
to be useful to designers.

The Dynamics of Learning work will build on computa-
tional mechanics, a theory developed by Crutchfield
and his co-workers over the last decade, combining
elements of dynamics, computation, and information
theory. The main result of computational mechanics is
an automatic method for pattern discovery from obser-
vational data. The method will find all the patterns in
the data, and represent them in the simplest possible
way, even when we know little about the underlying
data-generating process. Since any kind of learning
agent is effectively doing some kind of pattern discov-
ery, computational mechanics puts limits on how well
an agent can predict or learn its environment.

The Dynamics of Learning project takes computation-
al mechanics in a new direction. Anything people are
willing to call an agent has inputs and outputs.
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unnamed U.S. pharmaceutical company. It wasn’t
enough. Popular Power went out of business on March
22, 2001. Chief executive officer Marc Hedlund attrib-
uted his company’s failure to nervous venture capitalists
who backed away amid the general downturn of tech-
nology and dot-com stocks. Meanwhile, Smith’s
influenza project continues to use Popular Power’s com-
puter server and volunteers network. “We are continu-
ing to run our nonprofit projects and will do so for as
long as we are able,” said a website notice from Popular
Power co-founders Hedlund and Minar.

“We’re still getting significant work done,” Smith
said in late April. “Hedlund and Minar are trying to find
a more permanent home for the server that runs the
influenza computations and other potential non-profit
applications.”

THANKS TO ALIENS
Smith readily notes that his and other distributed-

computing projects owe a debt to aliens. The Search for
Extraterrestrial Intelligence (SETI) was designed to
systematically sift through billions of radio frequencies
flooding the universe, looking for a tell-tale radio signal
from a technically advanced civilization. The task
requires so much computer time that SETI couldn’t
hope to do it solely with its own computers. Out of
necessity, its computer scientists invented
SETI@home. The first large distributed-computing
project created an immediate buzz among the cosmical-
ly minded.

Hundreds of owners of home computers joined in
the search for alien intelligence, and then thousands.
SETI@home now has nearly three million volunteers
and a continuous network speed of 22 trillion calcula-
tions per second (22 teraflops). SETI@home volunteers
sort trough 35 gigabytes of data collected daily by the
Arecibo Observatory in Puerto Rico looking for a repeat-
ing-signal needle (a possible alien communication) amid
a huge haystack of radio and computer noise.

Although SETI@home hasn’t detected any needles
yet, entrepreneurs had no trouble envisioning CPU
farms. While reaping profits from
those farms is a goal of the distributed-
computing industry, many technical
and ethical questions are unanswered.
E v e n
SETI@home was
caught off guard
by what it had
created.

No warmth, no cheerfulness, no healthful ease,
No comfortable feel in any member—
No shade, no shine, no butterflies, no bees,
No fruits, no flowers, no leaves, no birds,—
November!
—Thomas Hood

insect note

In organisms, the inputs are all the senses, and
the outputs all the motions of the animal. In
machines (say, a mobile robot), the inputs would
come from sensors (e.g., cameras, heat detectors,
wireless links) and the outputs would go to “effec-
tors” (e.g., motors in wheels and wireless links).
Some mechanism connects them, making an agent
into what computer science calls a transducer or a
channel with memory. Computational mechanics
now has the tools to discover the patterns of intrin-
sic computation going on in a transducer, including
the way it changes its own organization in
response to inputs. These tools work even when
the transducer is a “learning channel” and works
by building a model of its input—we can do pattern
discovery on pattern discoverers! 

Using these methods, Crutchfield and his former
student Dave Feldman have already calculated how
much internal complexity an agent must have in
order to adequately model its environment.
Excessively simple agents can’t grasp all the struc-
ture in the environment, and therefore see it as
more random than it really is—and the amount of
excess randomness depends on the mismatch
between the agent’s cognitive complexity and the
environment’s structural complexity.

The next stage of the project will go beyond single-
agent learning, to learning and adaptation in multi-
agent systems. A collective of agents is like a net-
work of interconnected transducers. Computational
mechanics can show how the local behavior of the
agents builds up into the global behavior of the
network, and can identify the intrinsic computation
the collective performs. Given that, the group will
begin seeing when the collective can do things that
individuals cannot—how an adaptation can be dis-
tributed, just as a computation can be. The ulti-
mate goal of the project is to understand collective

cognition, the way groups can some-
times solve problems and learn
things better than any of their mem-
bers could. It’s only fitting that what
amounts to a quantitative sociology
of science be initiated at SFI.

For more information see “Coyote: A
Supercomputer for Complex
Adaptive Systems,” SFI Bulletin, Fall
2000.
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A SECURITY NIGHTMARE
SETI@home, like other distributed-computing

organizations, ranks its volunteers, based on how many
jobs they run, as an incentive. It sounds simple, but it
prompted hackers to alter the SETI@home software to
make it appear to run faster on their machines: As a
result, they would complete jobs faster than a real
supercomputer (without actually searching for alien sig-
nals). The cheaters moved up the rankings rapidly.
Other hackers sent in spoofed results indicating that
they had detected alien signals. SETI officials assumed
such problems were rare until hackers began sharing
their methods through websites, chat rooms, and e-mail.
SETI@home’s director, David Anderson, said earlier
this year that cheating had increased to such a degree
that half of his project’s resources were being spent on
security problems. 

“The security concerns go in both directions,” says
Howard Siegel, a computer scientist at Purdue
University and chairman of the advisory board of the
Journal of Parallel and Distributed Computing. “Can you
imagine if a virus somehow managed to get into one of
these executable programs that is being sent out to mil-
lions of computers to run?” Siegel and other computer-
security experts are confident that sophisticated securi-
ty efforts can safeguard volunteers’ and organizations’
computer systems. But he says most large companies
will likely shy away from Internet-based distributed
computing, relying instead on computers behind their
secure firewalls.

“Can you imagine if a virus somehow managed to
get into one of these executable programs that is being
sent out to millions of computers to run?”

Napster has shown that millions of music lovers are
willing to risk their computers’ security in exchange for
free downloads of Van Morrison and Jewell. But Napster
users may not know that their computers are vulnerable.

Distributed-computing companies have developed a
number of ingenious techniques to safeguard their net-
work computers, and have found ways to check volun-
teers’ work for accuracy and spot the work of hackers
and cheaters. A challenge to the community is keeping
unauthorized mischief to a bare minimum.

“In any of this, there’s got to be an element of trust,”
says Arthur J. Olson, a chemist at the Scripps Research
Institute in La Jolla, CA, and creator of
FightAIDS@home. Olson’s distributed-computing pro-
ject uses the 20,000 members of the Entropia network
to look for potential antiviral drugs that work against not
only the AIDS virus, but also its mutant strains.
Entropia, whose founders are primarily academics from
the University of Illinois and the University of
California at San Diego, recruited Olson out of a corpo-

rate need for “a socially resonant problem,” says Olson.
“I haven’t looked at all of Entropia’s software code and
I wouldn’t be qualified to evaluate it,” he says. “But the
trust has to be an ethical trust as well as a technical one.”

Mike Faunce, an Atlanta, GA, computer consultant
who volunteers his home computers to various distrib-
uted-computing companies, isn’t worried. He trusts the
companies not to send him a virus, violate his privacy, or
damage his computers. Still, Faunce, like many like-
minded aficionados, remains skeptical. “You still have
one other issue,” he says. “How do you know for sure
that your computer is working on influenza research and
not trying to crack some encrypted message for the
Central Intelligence Agency, the Federal Bureau of
Investigation, or something worse? In this case, again,
you have to put your trust in the company running the
software.”

EXPANDING PEER-TO-PEER SPACE
Scott T. Jensen, a Madison, WI, marketing executive

and self-described Ayn Rand devotee, says he volun-
teered to become part of the Folding@Home network
out of self-interest, not altruism. “I’m even helping to
start up a charity for Folding@Home because I hope to
one day benefit from its research,” he says.

A group of chemists at Stanford University, across the
bay from SETI@home, began the Folding@Home for
the same reasons that Smith began his scrounging.
Folding@Home arose out of the discoveries over the past
four decades that proteins fold up on their own into the
proper shape. This folding is incredibly uniform and
occurs within seconds, even though a protein may have
hundreds of millions of potential folded states from
which to choose. Recent discoveries have shown that
misfolding of a protein can leave too little of the normal
protein to do its job properly: The result can be anything
from Alzheimer’s disease or cystic fibrosis, to an inherit-
ed form of emphysema or any of a variety of cancers.

Stanford chemists, led by Vijay Pande, are using the
Folding@Home network to find drugs that can either
stabilize the normally folded protein or disrupt the path-
way that leads to a misfolded one. “My best friend had
been trying to get me to sign up for SETI@home for a
long time,” says Jensen. “However, it’s just fanciful
dreaming as far as I’m concerned. I wanted to help
something that had a very high chance of producing
meaningful results.”

Indeed, meaningful results from distributed-com-
puting projects are appearing in a variety of scientific
journals. But nobody knows where the distributed-com-
puting industry itself is going. For example, some
researchers envision a Napster-like peer-to-peer distrib-
uted-computing system in which the computers of a
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volunteer network could rapidly exchange results with
one another to accelerate the pace of discovery.

Minar, the co-founder of Popular Power, applied the
complex-system ideas he learned at SFI as an under-
graduate to build computing systems on the Internet as
a graduate student at the MIT Media Lab. His was one
of the first distributed-computing companies to imitate
the SETI@Home approach. “Rather than using com-
plex systems as a way to understand an economic model
or a biological model, I used those principles to build
computer systems,” says Minar. “I think a lot of that is
happening now in the peer-to-peer space. A lot of peo-
ple are thinking about self-organization, complexity, and
power-law analysis. They are applying these techniques
to building computer systems.” Sooner or later, says
Minar, more companies will step outside their secure
firewalls and explore computing via the Internet. When
is anybody’s guess.

“A sign of acceptance will be support of distributed-
computing platforms by vendors of commercial, scien-
tific, and engineering analysis software products,” says
Roger Burkhart, a technical consultant for John Deere
and a participant in SFI’s Business Network. He notes
that as genetic algorithms have gone mainstream, along
with other tools that are used to study complex adaptive
systems, distributed computing over the Internet is
bound to be too valuable to ignore. “Biological struc-
tures, such as flu vaccines, are just one kind of alterna-
tive structure, but complex plans, decisions, or even
complete product designs can be explored using a com-
plex adaptive system framework.”

With design teams working
around the clock in the Americas,
Asia, and Europe, computer-model-
ing results obtained in one continent
can be used by teams elsewhere.
Design engineers actually have been
quietly pursuing distributed comput-
ing for years to analyze thousands or
millions of designs instead of just a
small number of them. The software
can be tailored for use either behind
corporate firewalls or on the Internet.
“All you need are the algorithms to
say how the answers should be found,
and how the information can be
orchestrated, coordinated, and deliv-
ered in a cohesive fashion,” says John
DiLullo, vice president of MSC
Software, a Costa Mesa, CA-based
provider of modeling software for
engineering applications. “There is
more than an undercurrent. There

are some pretty significant software companies that are
looking at distributed computing.”

For example, Bill Gates last year described a
retooled “dot-net” strategy for Microsoft that would
integrate its software with the Internet and make it eas-
ier to swap information between computing devices.
“While it is not hugely and widely available at the
moment, there are the beginnings of support from soft-
ware companies–at the onset coming from engineering
companies that have these kinds of needs,” says
DiLullo. “You are looking at commercial availability in
2001 of software that will take advantage of a large num-
ber of processors. If a commercial venture can make
some revenue along the way, it will be more accepted
and more easily adopted.”

Rex Graham is senior editor at the San Diego
Supercomputer Center and a contributing editor at
Astronomy magazine.

THE CICADA TO THE CRICKET

O cricket, you who soothe my passion and provide the consolation of sleep;
O cricket, shrill-winged rustic Muse;
You natural imitator of the lyre, sing for me some poignant song
As you tap with your charming feet and strum your loquacious wings,
So as to relieve me from toilsome worry that completely deprives me of sleep
As, o cricket, you spin out a song that dispatches Eros.
Then I shall give you as gifts, first thing in the morning, an evergreen leek
Along with dewy droplets that I separate with my mouth.

THE CRICKET TO THE CICADA

O resonant cicada, drunk on dewy droplets,
You sing your rustic song that sounds in lonely places.
Perched with your saw-like limbs, high up among the leaves
You shrill forth the lyre’s tune with your sun-darkened body.
But, dear friend, sound forth something new for the woodland nymphs,
A divertissement, chirping a tune for Pan as the song which you sing in your turn,
So that I, escaping from Eros, can catch some noon-time sleep
While reclining there under the shady plane tree. 
—Meleager; Translation by Rory Egan, Cicada in Ancient Greece

insect note
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The John D. and Catherine T. MacArthur Foundation will fund a
five-year research project at the Santa Fe Institute on the long-
range relationships of human languages. This work should throw
light on the evolution of human languages of the modern type
and on other related studies of the development of Homo sapi-
ens sapiens. The initiative is spearheaded by SFI Distinguished
Fellow Murray Gell-Mann.

Conventional historical linguistics recognizes language families
that can be traced back to a partially reconstructed ancestral
language spoken some 6,000 or 7,000 years ago—or even
less. (So-called glottochronology or lexicostatistics permits crude
estimates of when a given pair of related languages separated.)
At such time depth the sound system of the “proto-language”
can be reconstructed with some confidence. Since the evidence
for the relationship of the languages in any of these families is
overwhelming, it is difficult to believe that research on the clas-
sification of languages must stop at such time depths. That is

true even though the evidence becomes sparser and the methods somewhat less rigorous
as the groupings get larger and larger and the corresponding languages older and older. 

A small group of researchers, spread out across the world, is studying the wider relation-
ships of human languages. The great pioneer in this effort is Joseph Greenberg of Stanford
University, now retired but still producing remarkable work. He began with the classification
of African languages in the late 1940s and early 1950s. After undergoing extremely harsh
criticism, his work was finally accepted even though it involved finding very large sets of
related languages stemming from proto-languages that date back very far. Through that
method, he found that all the African languages fall into four groups.

Despite the general acceptance of the African work, the same harsh criticisms have been
leveled in recent years at Greenberg and other scholars who have applied similar methods
to discovering long-range relationship in other parts of the world. These efforts thus require
as much support as possible in order to push the work of classification forward, strength-
en (if possible) the statistical and other arguments for the correctness of the ideas, and
relate results to other kinds of work on early Homo sapiens sapiens. 

Although the evidence is still not copious, there are serious indications that all existing
human languages are descended from a single ancestor, “proto-World,” which would have
been spoken some tens of thousands of years ago. (It seems that an age of 100,000 or
200,000 years can be ruled out: there would not be any significant amount of evidence
remaining.) A number of words of this proto-language may well have been identified. If this

Language Evolution:
MacArthur Foundation Helps SFI Study 
Long-Range Relationships of Human Languages

From the list of
most highly con-
served words
among human
languages.



idea is correct, it is tempting to identify the time
when modern language began with the explosion of
cultural achievement by Homo sapiens sapiens (but
not by Neanderthal man, soon to disappear) toward
the beginning of the Upper Paleolithic, when painting,
sculpture, engraving, and the making of refined
stone tools all appeared.

But there are now exciting results from the study of
human genetics, especially the work on Y chromo-
somes and mitochrondrial DNA, which permit tracing
all of today’s people back to a single male and a sin-
gle female ancestor respectively. The dating of these
ancestors is still not very accurate, but they seem to
have lived considerably earlier than the Upper
Paleolithic.

Such genetic studies, plus others based on physical
anthropology, especially the examination of teeth,
are yielding a great deal of information about early
human lineages descended from the two common
ancestors, including the migration patterns of the
people involved. All of this material can be correlated

with the linguistic work. Even though there is not a
perfect correspondence between genetic heritage
and speech (witness, for example, Japanese-
Americans speaking English, a Germanic language),
there are correlations and it is crucial to explore
them further. 

As the Institute has done in other cases, it will pro-
vide resources and a home for the far-flung, now
informal, network of researchers of human lan-
guages and for related aspects of the development
of human beings.
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It is not unreasonable to assume that the danger and
annoyance insects have caused to man over the mil-
lennia has resulted in an ingrained fear of insects in
most societies. 
—Insects in Psychiatry by Phillip Weinstein

insect note
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In February, John

Holland (Michigan) and

William S-Y. Wang (City

University at Hong Kong)

hosted a short, intense

working group meeting

on language emergence

and mathematical mod-

eling. 

Understanding how language emerged

is a quest which obviously requires

piecing together knowledge from the

several disciplines represented at our

workshop,” writes Wang. “We need to

know about the biological and social

parameters in the prehistoric times

when the major transitions of language

emergence took place: the first words,

segmental phonology, word order, hier-

archical structure, and recursion, etc.”

Wang explains fur ther that the

Stanford geneticists Luca Cavalli-

Sforza and Marcus Feldman offer

dates for our most recent common

ancestors with whom presumably true

language began. He finds it fascinating

that mtDNA and Y-chromosome yield

disparate dates, and explains that that

fact contains important lessons for us

about population sizes, migratory pat-

terns, and modes of cultural transmis-

sion, all of which are relevant to the lin-

guistic scenario they wish to eventual-

ly reconstruct.

The interdisciplinary team of Martin

Nowak (Institute for Advanced Study),

Natalia Komarova (Institute for

Advanced Study), and Partha Niyogi

(Chicago) has pioneered modeling lan-

guage emergence with significant

results, experimenting with various

definitions of communicative fitness in

simulating how words first emerged

and when syntax began. “They have

provided a precise framework within

which questions on emergence may be

formulated and investigated quantita-

tively,” Wang says. “My intuition is that

language is a cumulative repository of

numerous histories of ‘tinkerings,’ i.e.,

successes and false starts, over the

many millennia of its evolution.“ As a

consequence, Wang sees that each

language is riddled with ambiguities,

homophonies, and inconsistencies,

and that speakers of the same com-

munity differ significantly from each

other in their linguistic behaviors, so

that their “common core” is much

smaller than is usually assumed. “The

‘universal’ in ‘universal grammar’ may

turn out to have little substantive con-

tent,” he says. He hopes that as future

models of language emergence

become increasingly refined and com-

plex, these models will approach more

and more of these realistic aspects of

language, which have been unfortu-

nately all too often ignored in recent

linguistic literature.

“As I begin to understand more of the

strategy of genetic algorithms (GAs),

thanks to John Holland’s overview, it

seems that this approach may prove to

be quite hospitable to some of the

realistic aspects of language I have in

mind. In fact, some properties of

rules, such as ‘default’ and ‘excep-

tion,’ have been used by linguists for a

long time in language description,” he

says. As an example he says “default”

is called the “elsewhere condition” in

linguistics. He wrote about the conse-

quences of linguistic rules in competi-

tion in 1969 [Language 45.9-25].

“However,” he adds, “linguistics has

come nowhere close to the rich body of

theory that has been developed for

genetic algorithms.”

“As D. Eric Smith (SFI) has noted, the

GA approach builds upon ‘successive

incorporation of independent rules into

ever more complex networks.’ It would

be particularly significant if we could

show for some of these instances of

successive incorporation how its

extension was driven interactively by

increases in semantic need and in cog-

nitive capacity, as Schoenemann

argues,” says Wang. He cites as very

suggestive Smith’s metaphors from

physics, of spin glasses, alignment,

frustration, etc., where ultra-metricity

(hierarchy) and parsability emerge

dynamically. “I hope that this approach

can be pursued in earnest, perhaps

complementarily to the methods pur-

sued by Nowak and his colleagues.”

Wang believes that the linguists are in

a position to set the agenda for such

research, since they own the target

list—the set of properties that should

emerge from the modeling. Therefore

the kind of typological variations that

Bernard Comrie (Max Planck Institute

for Evolutionary Anthropology) began to

circumscribe help define the bound-

aries of the task. “At more concrete lev-

els, Merrit Ruhlen’s (Stanford) hypothe-

sis that the first syntax which emerged

in phylogeny was of the form SOV, and

Lee’s distinction between two stages

of languages in ontogeny, comparable

to propositional calculus and to predi-

cate calculus, both offer real chal-

lenges to efforts at simulation.” 

Wang believes the researchers from

the several disciplines have a lot to

share with each other on this topic

whose time has come. “I hope such

dialog can be sustained, if not intensi-

fied, leading directly to collaborative

research along the lines discussed at

the workshop.”
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THE EVOLUTIONARY DYNAMICS OF SOCIAL
ORGANIZATION IN INSECT SOCIETIES:
FROM BEHAVIOR TO GENES AND BACK
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THE EVOLUTIONARY DYNAMICS OF SOCIAL
ORGANIZATION IN INSECT SOCIETIES:
FROM BEHAVIOR TO GENES AND BACK

by Joachim Erber & Rob Page

Insect societies have intrigued natural historians and

biologists since Aristotle. Scholars have puzzled over

the self-sacrificing altruism expressed by sterile

colony members—the workers—as well as the

complex division of labor and the capability of mass-

action responses to the environment. For example, a

colony of 20 to 30 thousand honey bees, at one

moment in time, may have several thousand

individuals engaged in foraging behavior; and

thousands of others engaged in nest construction,

feeding young larvae, or processing honey; while

others guard the entrance or thermoregulate the nest.

However, when an intruder challenges the entrance

of the nest, hundreds or even thousands of worker

honeybees may respond immediately by stinging the

intruder and, in doing so, sacrifice their lives. 
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Social insects presented Darwin with major difficulties for his theory of evolution by natural selection. How can
you explain the evolution of self-sacrificing worker castes when evolution is a result of the survival and reproduc-
tion of individuals? Even more perplexing is the question of how the sterile workers evolved their own traits, dif-
ferent from their reproductive mothers (the queens) when they don’t reproduce. But, Darwin considered the
“acme” of the difficulty to be the presence of distinct anatomical and behavioral castes as seen in many species of
ants. How can non-reproductive individuals evolve such a complex caste structure?

The social behavior of insects is a result of complex interactions at different levels of biological organization.
Genes give rise to proteins and peptides that build the nervous and muscular systems, regulate their own synthe-
sis, interact with each other, and affect the behavior of individuals. Social behavior of an insect colony emerges from
the complex interactions of individuals. The interactions that are the fabric of social organization are themselves far
removed from the direct effects of the genes, thus providing a major challenge for understanding how insect soci-
eties evolve. Understanding how complex societies are organized and
evolve is still a central question in evolutionary biology. We now know
that in order to understand how social organization evolves, we must
understand the mechanisms that link the different levels of biological
and social organization. We must determine the transformational algo-
rithms that link gene to neural system, neural system to individual
behavior, and individual behavior to social organization. 

This is one of the core themes of the Santa Fe Institute’s Program in
Evolutionary Dynamics funded by the W.M. Keck Foundation. The aim
of the program is to understand how entities with complex organization-
al structure and function arise and develop; to explore what organiza-
tional properties are possible given specific kinds of lower-level components; and to determine the
dynamical features that are characteristic of populations of mutating entities that are capable of
replication and subject to selection. As self-organized, evolving, complex systems, insect social
organizations present perfect case studies for evolutionary dynamics. Last year former SFI Postdoctoral Fellow Eric
W. Bonabeau and Robert E. Page, Jr.  (University of California at Davis) initiated the project “The Evolutionary
Dynamics of Social Organization in Insect Societies from Behavior to Genes and Back.” Its intellectual ties to SFI’s
existing research are strong. As mentioned, the work complements other themes within the Keck initiative. Further,
the interest and expertise of several Science Board members—Deborah Gordon and Mary Jane West-Eberhard in
particular—in evolution, mechanisms, and dynamics of social insect behavior also firmly anchor this initiative at SFI.
This effort, now in its second year, draws together people who have common interests and highly complementary
domains of expertise, from bioinformatics and genomics to classical animal behavior. The passage from one level of
description (for example, genes, neurophysiology, individual insect behavior, colony phenotype) to the next repre-
sents an emergent phenomenon of itself and is a research topic of its own. Yet, integrating several such levels of

description into an evolutionary model appears to be an absolute necessity if one wish-
es to have a realistic vision of how evolution operates.

SOCIAL BEHAVIOR IS  INESCAPABLE
In order to understand how social organization evolves, we must understand the

mechanisms that link the different levels of biological and social organization. One con-
cept that helps us explore the mechanisms of complex behavioral interactions is the
notion of response threshold. Neurons and individuals can respond to various stimuli.
Responses are based on stimulus thresholds; stimuli below some threshold result in no
response while stimuli above a threshold can elicit a reaction. This is evident at the level
of neurons where an action potential is generated only when a stimulus sufficiently
depolarizes the membrane. Once generated, the action potential propagates at full

intensity. At the behavioral level of an individual, we find an analogous process. Individuals do not respond to a
stimulus until it is stronger than some minimum threshold. Thus the response threshold is a fundamental organiz-
ing property of the behavior of neurons and individuals.

Because of the stimulus-threshold relationship of behavior—division of labor—the hallmark of social organiza-
tion, is an inescapable property of group living. This follows because of the correlation between the behavioral
response and the effect of the behavior on the stimulus that caused it. For example, honey bee colonies ther-
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moregulate, maintaining the brood chamber of the colony near 34.5° C. When the temperature
exceeds this, cooling behavior begins, during which some bees circulate air through the nest by
fanning their wings. The result of the response to the heat stimulus, fanning, reduces the stimu-
lus, heat, below the temperature response threshold. This can lead to a division of labor with labor
“specialists” when group members have different response thresholds for temperature. Those with
lower response thresholds respond first by fanning, reduce the stimulus, and thereby reduce the
probability that others will perform that task. 

Division of labor self-organizes within groups of cohabiting individuals. This has been demon-
strated in two empirical studies. Sakagami and Maeta (1987) forced females of the solitary carpen-
ter bee, Ceratina flavipes, to share the same nests. Normally, these bees excavate their own nests by
burrowing into the centers of pithy plant stems. After they bore out the center, they forage for

pollen and nectar that they bring back to the nest and make into a small bread-like loaf.
Then, they lay an egg on the food mass and seal the egg and food in a cell. Several such
cells may be constructed in serial order within a single stem. Females guard the entrance
of their nest from predators and parasites by effectively plugging the entrance with their
own bodies. When pairs of females were forced to share the same nest, a division of labor
occurred in every case. One bee became the principal egg layer and guard, while the
other did most of the foraging. Hence a task and reproductive division of labor emerged
between these normally solitary individuals. This occurred in the absence of an evolu-
tionary history of nest sharing.

Jennifer Fewell demonstrated a similar phenomenon with the desert harvester ant,
Pogonomyrmex barbatus. Like most species of ants, young queens excavate a nest in the

ground. This nest is sealed and the queen raises her first batch of eggs in isolation, which develop
into diminutive workers. The queen catabolizes her own wing muscles to provide the protein
needed to raise this initial brood. P. barbatus queens normally establish their nests alone. Extensive
studies of the species have never found more than one queen constructing a single nest or cohab-
iting within a nest. However, when females were forced to nest within a confined space, a division
of labor spontaneously emerged from their association. In every case, one female did significantly
more of the nest excavating. Queens were tested for the amount of time they spent digging before
they were paired. In every case, the queen in the pair that did more digging on her own, also did
more digging when paired. The difference in the amount of digging was amplified by the associa-
tion, suggesting stimulus response threshold relationships where the digging stimulus was
decreased by the digging activity of the individual with the lowest threshold, reducing the digging
activity of the other. Hence, again, a division of labor emerged between individuals without an evo-
lutionary history of cohabitation.

These simple relationships, stimulus-response and the correlation of behavior and the stimulus
intensity, represent mechanisms that transform individual behavior into a social organization. The
result, division of labor, is an inescapable property of group living because of the behavioral proper-
ties of solitary individuals. The evolutionary transition from solitary life history to social life does not
require any new genes or new features of the neural system, or new forms of behavior. Insects that
live solitary lives already have all of the necessary behavioral components for organized social living.

A simple network model can demonstrate how the basic features of insect social organization
emerge by depicting the foraging behavior of a colony as an informational network with three para-
meters: N, the number of elements in the network; K, the “connectedness” of the network (how
information is shared); and F, the set of decision functions expressed by the elements. Each ele-
ment of the network can be “off” or “on.” These decisions are made conditional on whether other
elements of the network are on or off. Information about the behavior of other elements is made
available through network connections. For example, the elements could be foragers and the deci-
sion is whether to forage for pollen. An individual that makes the decision to forage for pollen is
“on” while one that does not forage for pollen is “off.” The forager that is “on” conveys that infor-
mation to other foragers that then exercise their decision functions. The decision functions are the
rules by which they make decisions; for example, “forage for pollen if there are fewer than N other
pollen foragers.” This would be a threshold-type decision function.
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COLONIES AS INFORMATIONAL NETWORKS
Social insect colonies often consist of a very large number of elements (workers), so it is unlikely that they have

an informational net with direct connections between individuals. However, they can share information through
sharing common stimuli in the nest. As Robert Jeanne showed for tropical wasps, these stimuli could relate to food

stores, young larvae rearing by the colony, nest temperature, or nest construction
materials. For example, it has been shown repeatedly that pollen foraging behavioral
decisions of honey bees are directly related to the amount of pollen stored in the nest.
The amount of stored pollen is a direct function of the consumption of pollen by
nurse bees, who convert the pollen proteins into glandular secretions fed to larvae,
and the amount of pollen collected by pollen foragers. As more foragers are turned
“on” to pollen foraging, there will be more stored pollen, thus providing indirect
information to foragers about the pollen foraging activities of others. Division of labor
for foraging can emerge from this network of foragers if the activities of the pollen for-
agers decrease the pollen foraging stimulus. It is likely that many “regulated” activi-
ties of social insects are based on similar principles.

NEUROARCHITECTURE AND BEHAVIOR
The neural systems of insects, consisting of the sensory receptors, interneurons,

motoneurons, and synapses connecting neurons, ultimately control the social organi-
zation of a colony. The organization of the neural system has many similarities to the
organization of the social system. It is composed of many elements, neurons, that are
connected in an information network through dendrites, axons, and synapses. The
elements are “on” or “off” on the basis of
thresholds of response to stimuli in their

environment. The elements have information about the current activi-
ty states of other connected elements and collectives of elements (neu-
ropil and ganglia) and alter the environment by their activities in ways
that affect the response probabilities of other elements. 

It seems plausible that the anatomical structure of the neural system
itself correlates with behavior. Neuroanatomical studies of Gronenberg
and Hölldobler have shown a correlation between visually guided
behavior and the size of the eyes in 14 species of ants. As one would
expect, the size of the optic lobes which process visual stimuli correlate
with the size of the eyes. In ant workers, large parts of the brain are occupied by the antennal lobes (10% of the total
brain volume) and the mushroom bodies (20%). It is assumed that ants need large brain volumes for olfactory sig-
nal processing during the social interactions within a colony. These neuroanatomical studies demonstrate that very
general aspects of behavior can be correlated with brain structures. However, we are still very far from understand-
ing how different brain architectures in social insects control different forms of behavior.

Insect learning has many features in common with the learning of higher vertebrates, like us. Learning results
in changes in the state of the neural system. Research by Joachim Erber, Uli Müller, and others has shown that unin-
terrupted neural activity in the antennal lobes and the mushroom bodies are necessary for honey bees to learn odors.
The release of modulatory transmitters from specific neurons in response to stimuli initiates a complex cascade of
molecular events that ultimately results in cellular changes associated with learning. Specific neurotransmitters and
the respective transmitter receptors can induce behavioral plasticity in insects by changing the properties of single
neurons and/or neuronal assemblies. We are only beginning to understand the rudiments of the complex neural net-
works involved in some specific learning conditions. However, it is apparent that there is a self-similarity of organi-
zation with respect to learning with common features at the levels of the neuron, neuropil, and the whole animal.

THE EVOLUTION OF COMPLEX SOCIAL ORGANIZATION
How does division of labor evolve? Selection acting on division of labor takes place at the level of the colony. For

the process to occur, there must be heritable genetic variation for social organization. Some colonies survive and repro-
duce more than others because they have a social organization that is better adapted for a particular environment. Over
generations allelic substitutions take place in populations for genes that affect the behavior of colonial members. 
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There is no “social genome” directing the organization of colonies. The genes responsible for social organiza-
tion reside in individuals just as they did in their solitary ancestors. In many social insect species the individuals that
demonstrate a division of labor are sterile, the workers. The genes affected by selection must change properties of
the neural system that affect the interactions of neurons and the behavior of workers. Changes in division of labor
emerge from changes in the interactions of the behavior of the colony members and their environment.

Artificial selection for quantities of pollen stored by honey bee colonies provides an example of how the natur-
al process may work. Nurse bees consume pollen and feed glandular secretions to the larvae. Meanwhile, pollen for-
agers replace the pollen consumed by nurse bees and maintain a surplus. Page and Greg Hunt selected strains of
bees by the amount of surplus pollen they stored in the nest. As a consequence, allelic substitutions occurred for at
least 3 major genes, pln1, pln2, and pln3. These QTLs (quantitative trait loci) affect properties of the neural sys-
tem that are measured as effects on the response thresholds of bees to sucrose. These effects suggest that allelic

substitutions at the QTLs affected signaling cascades in
the nervous system (see diagram), but this remains to
be demonstrated. Changes in the nervous system that
are expressed as changes in the responsiveness to
sucrose clearly affected the probability that a worker
will forage for pollen and the acquisition of associative
learning which also may serve to reinforce division of
labor. The probability to collect pollen is also affected
by stimuli provided by larvae (pheromones produced by
the brood) and the quantity of stored pollen. Stored
pollen reduces the pollen foraging probability while
pheromone produced by the larvae releases pollen-spe-
cific foraging behavior. Larval pheromones modulate
the probability of foraging for pollen indirectly by

changing properties of the neural system that increase responsiveness to sucrose.
Increasing pollen foraging results in more stored pollen and less space for larvae. Colonies use their combs for stor-

ing honey and pollen and for raising larvae. The total amount of available space is finite; therefore, if more space is
used for storing pollen, less is available for
storing honey and brood rearing. As a result, a
self-organized negative feedback mechanism
emerges between two identified environmen-
tal factors that affect the probability to collect
pollen. More stored pollen results in a reduc-
tion of pollen foraging through its negative
effect on the foraging behavior of individuals,
but at the same time it reduces the amount of
young larvae, thereby reducing the primer
and releaser effects of larval pheromones.

The model suggests that small changes
at the genetic level may result in very large
changes in social organization. Substitution
of alleles at a few genes may have profound
effects after they are amplified by positive and negative feedback processes at different levels of organization.
Perhaps changes in the perception of the environment, such as might occur with small changes in signaling proper-
ties of neurons, are the bases of the evolution of at least some functional components of division of labor. A chal-
lenge for the future is to better understand behavioral processes at all levels of organization and construct opera-
tional algorithms that define the transitions from the genes to the society.

A step toward that end was at the heart of the recent SFI working group gathering entitled “Social Insects: Genes,
Neurons and Societies,” organized by Joachim Erber (Technical University of Berlin), Jennifer Fewell (Arizona State
University) and Robert E. Page. The intent of the meeting was to begin to integrate the organizational concepts of
neurobiology, behavior, and social biology to develop integrative models between levels of biological organization
leading to social behavior, and most importantly, to foster collaborative research projects. The participants formed
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subgroups focusing on three areas: origins of social organization, division of labor in insect colonies, and communica-
tion and signaling. Each subgroup considered a series of overarching common questions and issues, reporting back to
the group as a whole. As coordinators, we felt “progress beyond expectation was made toward all of the meeting
objectives. The success was in large part a result of the organizational structure of the meeting and the composition
of the group. We had individuals from very diverse backgrounds in social insects (from genes to ecology) working
together in groups determining and discussing the central issues in the evolution of social organization.” 

The group will reconvene this year to review ongoing individual collaborative projects and to consider the top-
ics of emergent properties of social groups with high and low genetic diversity, theoretic foundations, communica-
tion and social integration (regulation of task allocation), and changes in social organization with the number of indi-
viduals within groups.

Research Community

Arnd Baumann, Institute for Biological Information Processing, Jülich,
Germany, is interested in the molecular analysis of components of signal
transduction pathways in neurons of insects. Recently he has cloned and
characterized different members of ion channel—as well as biogenic amine-
receptor gene—families from drosophila and the honey bee. 

Eric Bonabeau, Icosystem, is interested in the self-organizing proper-
ties of insect socieites. His mathematical models demonstrate how com-
plex foraging patterns in ant colonies can arise from simple behavorial deci-
sions of individuals.

Michael Breed, University of Colorado at Boulder, works on how indi-
viduals communicate and perceive their colony membership. His research
on nestmate recognition over the past 20 plus years has shown how com-
plex olfactory cues are derived from many intrinsic and extrinsic factors and
used by social insects to accept or reject nestmates or intruders. 

Jean-Louis Deneubourg, University of Brussels, Belgium, has been a
pioneer in the application of theories of self-organization to understanding
collective patterns of behavior in social insects.

Joachim Erber, Technical University of Berlin, Germany, studies the mol-
ecular neurobiology of honey bee behavior, but he also does pharmacology
and studies response thresholds and learning in bees and relates it to divi-
sion of labor.

Jennifer Fewell, Arizona State University, works with honey bees and
Pogonomyrmex ants. She has set up experiments with Pogonomyrmex
queens showing spontaneous division of labor. She is now working with
Penny Kukuk on a solitary species of sweat bee looking at the same phe-
nomenon.

Jürgen Gadau, University of Würzburg, Germany, is the only person
working on Hymenoptera that does comparative genomics. He has done
genomic mapping with Nasonia, Solenopsis, and Melipona. He is now start-
ing a project to do comparative genomics with leaf cutting ants and com-
pare their genetic and social structure to honey bees.

Deborah Gordon, Stanford University, studies the behavior and sociol-
ogy of ants. Current projects include task allocation in harvester ants, pop-
ulation genetics of harvester ants, and invasion ecology of Argentine ants.

The research of Wulfila Gronenberg, University of Arizona, is focused on
the control of complex behavior by the brain. He uses a comparative
approach to explore the neuroethology of social insects, especially ants, by
studying brain morphology and anatomy. 

Bert Hölldobler, Universität Würzburg, Germany, centers on understanding
the behavioral mechanisms, chemistry, physics, neural physiology, and “infor-
mation technology” underlying communication systems of social insects. 

Zachary Huang, Michigan State University, combines behavioral, genet-
ic, and physiological analyses of honey bees to study the evolution and
mechanisms of social behavior. His focus is on the behavioral transition of
workers from “nursing” the young inside the hive to foraging in the field. 

Greg Hunt, Purdue University, did the first genomic studies of any social
insect and one of the first on insects outside of drosophila. He is currently
doing genomics of defensive behavior in honey bees.

Bob Jeanne, University of Wisconsin, is one of the leading experts on
social wasps. Some of his recent work deals with collective construction in
Polybia occidentalis. 

Penelope Kukuk, biological sciences, University of Montana, studies
the origins of sociality. Her research has focused on understanding how the
nesting behavior, distribution of animals within populations, and the genet-
ic structure of populations facilitate the evolution of eusociality in insects. 

Uli Müller, Free University of Berlin, studies the mechanisms underlying
learning and memory. In recent years, he has primarily focused on the func-
tion of different intracellular signaling cascades in associative and non-
associative learning in honey bees with the aim to understand how features
of external stimuli modulate the temporal activation of distinct second mes-
senger cascades and how this relates to neuronal and behavioral changes.

Sandy Mitchell, University of Pittsburgh, is a philosopher of biology who
studies epistemological and metaphysical issues in the philosophy of sci-
ence. 

Stig W. Omholt, Agricultural University of Norway, is focused on provid-
ing protocols to make the honey bee a real laboratory animal. This includes
developing technology to maintain colonies in the laboratory, egg sampling
systems, cryopreservation of germ plasm, nuclear transplantation, intra-
cytoplasmic sperm injection, in vitro feeding, embryo cloning, and genetic
transformation. 

Robert E. Page, Jr., University of California at Davis, is interested in
how complex insect societies evolve. He has studied the foraging behavior
of honey bees at all of these levels of organization and has successfully
demonstrated how substitutions of alleles at variable quantitative trait loci
affect the neural system of honey bees resulting in specific changes in for-
aging behavior and colony-level phenotypes.

Mary Jane West-Eberhard, University of Costa Rica, is an expert in the
behavior and evolution of social wasp societies. Her most recent focus is
on phenotypic plasticity.
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ne hallmark of complex sys-
tems is the phenomenon of
emergent behavior. Local interac-
tions give rise to some global, or emer-
gent, behavior that often cannot be
explained directly from the behavior of the
individual units. Moreover, complex systems
process information and make decisions and
classifications at a global level, again all arising
from just local interactions.

This type of (emergent) information processing, classifi-
cation, and decision-making is generally termed emergent
computation. Unfortunately, for many of these systems, scien-
tists still don’t understand how the emergent computations come
about. Gaining such understanding is not only important for explaining the behav-
ior of the systems themselves, but also for human engineering and problem-solv-
ing purposes. For example, using social insects as a model, some scientists are try-
ing to solve traffic routing problems in busy communication networks. And, using
the immune systems as a model, other scientists are trying to improve computer
security systems. A better understanding of emergent computation in natural and
social systems will thus also contribute to our ability to solve difficult engineering
problems.

SFI researcher Wim Hordijk’s dissertation on “Dynamics, Emergent
Computation, and Evolution in Cellular Automata,” completed as part of SFI’s
Evolving Cellular Automata (EVCA) project under the direction of Jim
Crutchfield and Melanie Mitchell, sheds light on the dynamics of the emergent
computation process. By studying simple computer models of complex systems
called cellular automata (CAs), Hordijk shows that emergent computation is
achieved by many CAs through the use of interacting local structures, or patterns,
called particles. In particular, using this notion of interacting particles, the overall
emergent behavior and computational capabilities of these CAs can be predicted
with great accuracy. 

Particles
That

O
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Emergent Computation in Cellular Automata
Cellular automata are a simple class of mathematical

models that are used widely to study different aspects of
complex systems and emergence. A CA consists of a col-
lection of cells laid out in some kind of regular grid, or
lattice, where each cell is in one of a number of possible
states. In the simple case of two possible states each cell
can be, say, either white or black. The cells update their
state, or color, at discrete time steps, and in doing so
they first look at their current color and those of other
cells directly around them. Based on this local configu-
ration of colors, the cell then consults an update rule,
which tells this cell what color it should be at the next
time step. This update rule will tell for each possible
local color configuration what the next color of a cell
should be, and all cells in the lattice generally use the
same update rule.

Starting with some (usually random) initial configu-
ration of cell colors, at each time step all cells update
their color simultaneously, and this updating process is
then repeated for many time steps. Obviously there can
be many different update rules (and a CA is defined by
the update rule it uses), since there are many ways to
assign new cell colors to the possible local color config-
urations. Furthermore, depending on the particular
update rule that is used, CAs can show a wide variety of
global behaviors, from simple fixed-point or periodic to
highly complex or even chaotic. However, the individ-
ual units (cells) in the system interact only locally. It is
exactly this emergent behavior of CAs that makes them
interesting models to study.

One can ask whether there exist CAs, or update
rules, that can perform emergent computations (e.g.,
classifications or coordinated behavior at the global
level). For example, consider the following density clas-
sification task: starting with a random initial configura-
tion, let the CA decide whether there are more white
cells or more black cells in the initial configuration. If
there are more white cells, all the cells have to become
white within a certain number of time steps, otherwise

they all have to become black. As another example, con-
sider this global synchronization task: starting with a
random initial configuration, the CA has to settle down
(again within a certain number of time steps) to a glob-
ally synchronous oscillation between all white and all
black. In other words, after some number of time steps,
all cells have to be white at one time step, all black at
the next, then all white again, etc. The performance of
a CA on one of these tasks is calculated by iterating the
CA for the given maximum number of time steps on
many random initial configurations. The fraction of
these initial configurations on which it gives the correct
answer (for density classification) or shows the correct
behavior (for global synchronization) is then the CA’s
performance (a value between 0 and 1, where 1 is per-
fect performance).

Since there are too many possible CA update rules to
calculate the performance of all of them, in previous
work CAs were evolved using a genetic algorithm (GA),
a stochastic search algorithm that mimics evolution. The
GA indeed found several CAs capable of performing one
of the above tasks with reasonable to perfect accuracies.
Figure 1 shows two space-time diagrams of φDENS, a 1-
dimensional CA that was found by the GA for the densi-
ty classification task. In these diagrams the CA behavior
is shown over time, with the CA lattice (a linear array of
cells) drawn horizontally, and time going down the page,
i.e., each row is one time step, the first row being the ini-
tial configuration. Note that in this space-time diagram,
as in all others shown here, the CA lattice is actually cir-
cular, i.e., the left and right edges are connected (the first
and last cells in the lattice are direct neighbors of each
other). In figure 1(a) the CA was started with a random
initial configuration with more white cells, while in fig-
ure 1(b) the initial configuration has more black cells. In
both cases the CA settles down to the correct answer.
The overall performance of φDENS on the density classi-
fication task is 0.77, which means that given a large set
of random initial configurations, it gives the correct
answer 77% of the time.

Figure 1
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Figure 2(a) shows a space-time diagram
of φSYNC, a one-dimensional CA that was
found by the GA for the global synchro-
nization task. The CA is started with a ran-
dom initial configuration, and it correctly
settles down to the required synchronous
oscillation. The overall performance of
φSYNC on the global synchronization task is
1.0. In other words, given a large set of ran-
dom initial configurations this CA will
always correctly synchronize.

Particle Models of Emergent Computation
The question now becomes: How do these CAs per-

form the emergent computation necessary to perform
the given tasks? First note that the (global) behavior of
both CAs, after a few seemingly random initial time
steps, quickly settles down into “stable regions” in
which the same pattern is repeated in space and time,
with well-defined boundaries between these regions.
For φDENS in figure 1, these regions consist of the white,
black, and checkerboard patterns. For φSYNC in figure
2(a), these regions consist of the partially synchronized
and the diagonal “zigzag” patterns.

These stable regions that emerge from the local cell
interactions are called regular domains, and the bound-
aries between them are called particles. The notions of
domains and particles are formalized in “Computational
Mechanics,” a mathematical framework for detecting
and describing spatio-temporal patterns. Since these
regular domains, as their name implies, are rather “reg-
ular,” there does not seem to be much information pro-
cessing, or computation, going on inside a domain.
However, using the Computational Mechanics frame-
work, it is possible to “filter out” these domains, leaving
a clearer picture of the regions that do not conform to
the domain regularities, in particular the domain bound-
aries, or particles.

In figure 2(b) this filtering out of the domains is done
for the space-time diagram shown in figure 2(a). The par-
ticles, some of which are labeled with Greek
letters, and their behaviors  are now clearly
visible. Each particle is characterized by its
own unique (periodic) pattern; particles
travel through the system with certain
velocities, and they interact with each other,
creating other particles or annihilating. It
can thus be argued that these particles are
storing (in their unique patterns), transfer-
ring (by moving through the system), and
processing (through their interactions)
information. In other words, it seems that

these particles are implementing some kind of “particle
logic,” or performing (emergent) computation.

To test this hypothesis, the following particle model
was constructed. First, the relevant information about
the particles that occur in a CA’s emergent behavior is
collected in a particle catalog. For each type of particle
the following is recorded: the velocity, between which
domains it forms a boundary, how often it occurs, and
how it interacts with other particles. For example, φSYNC

(see figure 2) has a particle labeled µ that travels with
velocity 3 (it moves 3 cells to the right each time step),
is a boundary between a locally synchronized (S) and a
zigzag (Z) domain, and when it interacts with a ν parti-
cle it creates a γ particle (written as µ+ν>γ). Figure 3(a)
shows φSYNC‘s (simplified) particle catalog.

Next, the CA’s emergent behavior is directly simu-
lated, using the CA’s particle catalog, as follows. Instead
of starting the CA with a random initial configuration of
black and white cells, the CA’s particle model is started
with a random initial configuration of particle types and
positions. It is now straightforward, given the particles’
positions and velocities, to calculate when and where a
particle interaction will happen. The particle configura-
tion is then “fast forwarded” to this interaction time (by
updating the particle positions), and the two interacting
particles are replaced with their interaction result (as
found in the particle catalog). This process of calculat-

Figure 2

Figure 3



ing the next interaction time, fast forwarding the parti-
cle configuration, and replacing the interacting particles
with their interaction result is then repeated over time.
Figure 3(b) shows a “particle space-time diagram” that
was generated this way using φSYNC‘s particle catalog.

Obviously, iterating a CA’s particle model is much
faster than iterating the CA itself, and it accurately sim-
ulates the CA’s emergent behavior. Moreover, a CA’s
particle model can be used to “predict” the CA’s perfor-
mance on a given computational task. Similar to iterat-
ing the CA on a large set of random initial configurations
and counting the number of correct answers, its particle
model is iterated on a large set of random initial particle
configurations and the number of times the model sim-
ulation ends up with the correct answer state is counted.
Note that this is possible since the particle catalog states
the domains between which a particle forms a boundary,
so when the last two particles annihilate each other (if
ever), it is known which domain (or answer state) is left
in the lattice in the model simulation.

Figure 4 shows actual and model-predicted perfor-
mances for five CAs that occurred during one particular
run of the GA on the density classification task. Each
next CA occurred later on in the evolution and has a
higher performance than its predecessors. The white
bars in the graph show the actual performances of these
CAs, while the black bars show the performances as pre-
dicted by their respective particle models. As the plot
shows, the predicted performances are in excellent
agreement with the actual performances (in fact, the dif-
ferences are within 1.5% in all cases). Similar results are
obtained for CAs that were evolved for the global syn-
chronization task.

The Bottom Line
The close agreement between the actual CA perfor-

mances and those predicted by the particle models pro-
vides strong support for the claim that emergent com-
putation in CAs is achieved by using particles and their
interactions. In particular, these particles store local
information in their unique patterns, transfer this infor-
mation by moving through the system, and process
information through their interactions, creating other
particles or annihilating each other. Simple local (cell-
to-cell) interactions thus give rise to emergent patterns
(particles and their interactions), which in turn lead to
emergent computation—the global classifications or
globally coordinated behavior of the CAs.

It turns out that many complex systems show emer-
gent patterns that are similar in their behavior to the
domains and particles observed in CAs (such as spiral
waves in aggregating amoebae, growth patterns in crys-
tal-like structures, synchronous oscillations in the brain,
etc.). In many of these cases, the boundaries between
regions of regular patterns move and interact, creating
other regular patterns and boundaries, or they annihi-
late, just as the particles in CAs. It is therefore Hordijk’s
hope, and expectation, that the gained understanding of
emergent computation in cellular automata as described
above will help in gaining a better understanding of
emergent computation in general. Such an increased
understanding is not only important for explaining nat-
ural systems, but also for engineering “artificial” sys-
tems with emergent computational capabilities to solve
difficult, complex problems.
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Figure 4

A lover of music like yourself ought surely to
have heard the story of the grasshoppers,
who are said to have been human beings in
an age before the Muses. And when the
Muses came and song appeared they were
ravished with delight; and singing always,
never thought of eating and drinking, until at
last in their forgetfulness they died. And now
they live again in the grasshoppers; and this
is the return which the Muses make to
them—they neither hunger, nor thirst, but
from the hour of their birth are always
singing, and ever eating or drinking; and
when they die they go and inform the Muses
in heaven who honours them on earth.
—Plato

insect note
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David Dunn
College of Santa Fe

Music, Language and Environment

Composer David Dunn will discuss aspects of his site-specific
sound art and environmental soundscape recordings as they
relate to his interest in increasing cultural sensitivity to aural per-
ception and our understanding of non-human communication
modalities. The lecture will also explore the impact that develop-
ments in bioacoustics and complexity science may have upon the
evolution of music and biomusicology. The presentation will be
“illustrated” by numerous audio examples.

S P O N S O R E D  B Y  S A N T A  F E  A C C O M M O D A T I O N S

S P O N S O R E D  B Y  T H E  A R T  A N D  S C I E N C E  L A B O R A T O R Y

Geoffrey West
Los Alamos National Laboratory

The Scale of the Tree of Life from Molecules
and 
Cells to Whales and Ecosystems

Life is the most complex physical system in the universe. It is
manifested in an extraordinary diversity of forms, functions, and
behaviors ranging over a remarkable billion trillion fold mass
scale, from the smallest microbes (mycoplasma) to the largest
animals (whales) and plants (sequoias). In spite of this, many of
life’s most fundamental and seemingly most complex attributes
scale with size in a surprisingly simple fashion. The basic idea is
that, driven by natural selection, life at all scales is sustained by
hierarchical fractal-like branching network systems whose univer-
sal characteristics determine many of the generic properties of
living organisms. Examples include the macroscopic cardiovascu-
lar, respiratory, and neural systems of mammals, the intercon-
nectedness of an ecosystem, and the microscopic pathways with-
in mitochondria. Functionally, biological systems are ultimately
limited by the rates at which energy, materials, and information
can be supplied through these networks. This set of lectures will
explore and develop these ideas as a unified vision for viewing
many phenomena where hierarchical structures have evolved.

Samuel Bowles
University of Massachusetts, Amherst, MA

In Search of Homo Economicus: 
Behavioral Experiments on Five Continents

“Economic man” has long been the staple of economic reasoning
and political philosophy, but recent research results challenge the
assumption that people are unremittingly self-interested. Over
100 experiments by economists and cognitive psychologists
reveal that few of the university-student subjects they studied
conformed to the canonical model; most are both more generous
and more vindictive than “Economic man.” Bowles wanted to
know if these experimental results applied in a vastly more varied
sample of cultures. He and his collaborators used field experi-
ments in 17 simple societies on five continents—from hunter-
gatherers in Paraguay to nomadic herders in Kenya. No “noble
savages” were discovered, although widespread commitments to
norms of generosity and fairness were found. On the other hand,
Homo economicus appears to be alive and well—if not among
economics majors in the U.S.—at least among the Machiguenga
in Amazonian Peru. This illustrated lecture concludes with consid-
eration of the implications of this work for the behavioral sci-
ences and public policy.

S P O N S O R E D  B Y  J A C K A L O P E

Evelyn Fox Keller
MIT

Making Sense of Life

Throughout most of this century, biologists have generally
eschewed the possibility, or even the value, of an overarching the-
ory of life. What then does count, and what has counted, as an
explanation to workers in the biological sciences? No one doubts
the extraordinary advances made over the course of the 20th cen-
tury in our understanding of vital processes. “In fact, so dramatic
have been these achievements,” notes Evelyn Fox Keller, “that
today...biology may well be outflanking physics as the
leading natural science. Yet I would argue
that, despite such indubitable success,
biology is scarcely any closer now
than it was a hundred years ago to
a unified understanding (or theo-
ry) of the nature of life. The
models, analogies, and
metaphors that have con-
tributed so much to our
understanding remain par-
tial.” She adds that they
work to answer some ques-
tions while avoiding (even
obscuring) others; they satis-
fy certain needs while failing
to address others; in short,
they leave the project of making
sense of life with an essentially—
and perhaps necessarily—mosaic
structure.

JULY 18, 2001

ANNUAL STANISLAW ULAM LECTURES—SEPTEMBER 11, 12, 13

AUGUST 15, 2001

Santa Fe Institute Public Lecture Series

Bruce Sterling 

Author, journalist, editor, critic, Austin, Texas

Tomorrow Now, the Look and 
Feel of the 21st Century

When his phone started ringing off the wall in the year 2000, sci-
ence fiction writer Bruce Sterling was ready with a futurist agen-
da and a party line. Now that the excitement’s died down and
other journalists have completely forgotten about the future, he’s
more interested than ever and has a pile of harbingers the size of
Gibraltar.

S P O N S O R E D  B Y  H O T E L  S A N T A  F E

S P O N S O R E D  B Y  T H E  A R T  A N D  S C I E N C E  L A B O R A T O R Y

ULAM LECTURES

OCTOBER 17, 2001

NOVEMBER 14, 2001
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Undergraduate Interns

Benjamin Ashpole, Indiana, is carrying a
triple major in cognitive science, com-
puter science, and math. His current
interests are in the technologies of
outer space, genetic programming,
emergent computation, and quantum
computing.

Skye Bender-deMoll, Bennington, is a
senior who’s focusing on the implica-
tions of social networks on the trans-
mission of information and culture. He
is working with Research Professor
John Padgett.

Luke Bergmann, Duke, is a physics
major, but his interests range broadly
from, as he states, “genetic algorithms
to complex networks and graphs to
cooperation in political economy.”

Alison Binkowski, Wesleyan, is a physics
and computer science double major
with strong interests in neuroscience
and cognitive science. 

Breanne Duncan, University of New
Mexico, a computer science major,
wants to use her skills for social and
humanitarian causes such as environ-
mental problem solving, researching
biological health issues, or studying the
effects of economic globalization. She
is working with SFI External Faculty
member Jim Brown and SFI
Postdoctoral Researcher Valerie
Gremillion.

Carl McTague is majoring in engineering
mechanics, mathematics, and composi-
tion at the University of Cincinnati. He
says his “passion is mathematics and
its creative application to the world
around me, particularly to biology, med-
icine, engineering, and composition.”

Jeremy Van Cleve, Oberlin, plans to work
at SFI on a project focused on the use
of a mathematical or computational
model to analyze real-world phenome-
na. Jeremy is from Santa Fe and was
the recipient of SFI’s Scientific
Excellence Award for high school gradu-
ates in 1999.

Fellows-at-Large

Vijay Balasubramanian recently joined the
theoretical physics faculty at the
University of Pennsylvania, after three
years as a junior fellow of the Harvard
Society of Fellows. Balasubramanian
works in two general fields: superstring
theory and complex systems. 

Anita Goel is currently pursuing a Ph.D.
in physics from Harvard University and
an M.D. from the Harvard-MIT Division
of Health Sciences and Technology. One
of Goel’s major research projects
involves tr ying to understand the
dynamics of motor enzymes that read
information from DNA through tech-
niques from single molecule bio-
physics.

Raissa M. D’Souza is currently a postdoc-
toral member of the technical staff at
Bell Labs in Murray Hill, NJ, with a joint
position in the Fundamental Math and
Theoretical Physics Research
Departments. Her work focuses on
understanding complex non-linear sys-
tems, quantifying the amount of com-
putation in physical models, and, most
recently, modeling dynamic reconfig-
urable networks. 

International Fellows

Igor Evstigneev (2000-2001) came to the
Institute from the Central Economics
and Mathematics Institute of the
Academy of Sciences of Russia.
Evstigneev has done pathbreaking work
on the use of graph theory to study the
properties of economies, which contain
complex chains of trading patterns. 

Han Jing is a graduate student in artifi-
cial life at the University of Science &
Technology of China, Hefei. She has
been working on an Alife-based multi-
agent system for solving Constraint
Satisfaction Problems (CSPs). Her first
focus has been the N-Queen Problem;
she is continuing her work on the multi-
agent model for solving other CSPs. 

Nelley Kovalevskaya is a senior research
fellow at the Institute for Water &
Environmental Problems Siberian
Branch Russian Academy of Science,
Barnaul. Her work focuses on human
perception and computer vision models
and environmental application of intelli-
gent information systems.

Ramakrishna Ramaswamy (2000-2001) is a
professor of physics at the School of
Physical Sciences at the Jawaharlal Nehru
University in New Delhi. Ramaswamy’s
research interests in the past few years
have been largely in the interface of sta-
tistical physics and biology.

New (and returning) Faces

2001 High School Honorees (left to right): Natasha Stanke, Damien Trujillo,
Benjamin Migliori, Shaun Higginson, Dominic Aguilar

P
H

O
TO

: 
JE

N
N

Y
 G

R
E

N
IN

G
E

R



S A N T A  F E  I N S T I T U T E  B U L L E T I N  •  S U M M E R  2 0 0 1 23

The work of Sitabhra Sinha, research
associate in physics at the Indian
Institute of Science, Bangalore, is on
the inter-relation of network structure
and network dynamics, and its rele-
vance to the stability/diversity debate
in ecology.

Li Wei, a graduate student of physics at
the Complexity Science Center at Hua-
Zhong (Central China) Normal University
(CCNU), Wuhan, is working on
avalanche dynamics and scaling behav-
ior within the framework of a model of
biological evolution. 

Postdoctoral Fellows/Programmers

Mark Bieda joins the SFI research staff
following a postdoctoral fellowship at
Stanford University, where he conduct-
ed electrophysiological experiments
examining effects of anesthetics on
information processing in the hip-
pocampal neural network. At the
Institute he will work with computation-
al roles of local neuromodulation.

Marcus Daniels, a software engineer and
modeler with expertise in Swarm, is
working closely with McKinsey
Research Professor Doyne Farmer
using agent-based models to simulate
market dynamics. 

Part-time SFI Postdoctoral Researcher
Valerie Gremillion is a member of Jim
Brown’s lab at the biology department
at the University of New Mexico. Her
research interests include ecosystem
network interactions; human ecology
and environmental dynamics; energy,
matter, and information flows; coopera-
tion and symbiosis; sociobiology and

behavior; and evolutionary transitions
and scaling.

Wim Hordijk’s Ph.D. research on evolv-
ing cellular automata was done at SFI
under the direction of Jim Crutchfield
and Melanie Mitchell. He is working as
a postdoctoral researcher with SFI col-
league Jeffrey Brantingham using both
GIS-based and agent-based modeling
techniques to study the foraging and
settlement behavior of late-Pleistocene
hunter-gatherers on the Tibetan
Plateau.

Peter Hraber in May earned his doctor-
ate in biology from the University of New
Mexico with his thesis, “Discovering
Molecular Mechanisms of Mutualism
with Computational Approaches to
Endosymbiosis.” Recently in residence
at SFI as a graduate fellow, Hraber has
held the position of computational biol-
ogist at the National Center for Genome
Resources. He now joins the SFI staff
as a postdoctoral researcher with inter-
ests in computational molecular biolo-
gy, biological complexity, evolution of
symbiosis, RNA structure and function,
origin of life, and artificial life.

Supriya Krishnamurti’s most recent post-
doctoral research has been in theoreti-
cal physics at Oxford University. She
works mainly in an area of non-equilibri-
um statistical mechanics involving the
analysis of discrete models.
Krishnamurti is also interested in prob-
lems pertaining to self-organized criti-
cality; she will pursue these topics
while at SFI. 

Makato Nerei comes to SFI from the eco-
nomics department at the University of
Chicago. There he developed an eco-
nomic model in which idiosyncratic sec-
toral specific shocks give rise to aggre-
gate fluctuations. 

Van Savage’s background is in particle
physics; he prepared his 2001 doctoral
thesis under the guidance of Carl
Bender at Washington University. Last
year he spent time at SFI as an NSF
Physics Graduate Fellow working with
Jim Brown and Geoffrey West on the

implications of a fundamental quantita-
tive theory for the origin of universal
scaling laws in biology. He will continue
this work at Los Alamos National
Laboratory and SFI as a postdoctoral
researcher. 

As a graduate fellow from the University
of Wisconsin, Cosma Shalizi has collabo-
rated with Jim Crutchfield on “computa-
tional mechanics,” a method for infer-
ring the causal structure of stochastic
processes from empirical data or arbi-
trary probabilistic representations. This
May at the University of Wisconsin at
Madison, Shalizi successfully defended
his thesis in theoretical physics titled
“Causal Architecture, Complexity and
Self-Organization for Time Series and
Cellular Automata.” A witness
described the defense as a
“Cosmalogical Event,” and continued,
“For an hour and a half he regaled his
committee—four physicists and a math-
ematician—with a blackboard talk on
the foundations of self-organization.
This was delivered without notes, aided
only by several pieces of chalk. The
committee’s probing questions were
fielded with assurance, humor, and,
naturally enough, historical and literary
allusion.” Shalizi will continue his
research at SFI as a postdoctoral
researcher. 

Graduate Fellows

An NSF Physics Graduate Fellow, Joseph
Jun, from University of Illinois at Urbana-
Champaign, is working with Jim Brown
on an extension project of allometric
scaling. The aim is to move from indi-
vidual organisms to populations of
species. 
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Paolo Patelli is a graduate student of
economics at the S. Anna School for
Advanced Studies in Pisa, Italy. Patelli
is working with McKinsey Research
Professor Doyne Farmer on the finan-
cial market simulator and on a minority
game model.

Dowman Varn is an NSF Physics
Graduate Fellow from the University of
Tennessee. Varn’s previous research
has centered on the characterization of
one-dimensional disordered systems.
He has also done work extending the
theory of languages to higher-dimen-
sional systems. He is collaborating with
Jim Crutchfield at SFI. 

Trustees

Joy Covey recently retired from her posi-
tion as chief strategy officer at
Amazon.com. Prior to her career at
Amazon.com., Covey held positions at
Avid Technology, Inc.—a developer of
digital media systems—and Digidesign,
Inc.—a developer of random access
digital audio systems and software.

Pierre Omidyar changed the face of
Internet commerce in 1995 when he
created eBay, now the world’s largest
online marketplace. Prior to the launch
of eBay, he worked as software devel-

oper at Claris and was
a co-founder at Ink
Development Corp.

Featured Business Network Members

SUN Microsystems’ Owen Densmore has
become the driving force behind an
active sub-group of the Business
Network, whose members are self-pro-
claimed “Boids of a Feather.” The
group, which includes researchers from
Intel and BT Labs, organized a panel
discussion on the topic of “The
Application of Complexity Science to
Computation and Communication
Systems” at the March Business
Network meeting.

The chief investment strategist at
Credit Suisse First Boston, Michael
Mauboussin (who is also an SFI Trustee)
continues to produce interesting and
timely “Desk Notes” which draw heavily
on his theories for analyzing the new
economy. “Desk Notes” are available
for download from the Business
Network area of SFI’s web site, listed
under Business Network News.

Trilogy Advisors’ Steve Waite has recent-
ly signed up to become an economics
and business contributing editor to the
Complexity Digest, an on-line publica-
tion which collects and disseminates
complexity science-related information.
“ComDig” is sponsored by SFI Trustee
Dean LeBaron.

Richard Foster, SFI Trustee and director
of McKinsey & Co., gave an informal
talk regarding his new book Creative

Destruction: Why Companies
That Are Built to Last Under-
Perform the Market—And How
to Successfully Transform Them.
Trustees, scientists, and guests
attended the talk, which took
place after the May 6 Science
Board meeting. An ar ticle
regarding the book appeared in
The New York Times Money &
Business section on Sunday,
April 22, 2001.

Science Board

Robert McCormick Adams has a long
association with the Institute including
the 1986 meeting with Citicorp staff to
discuss the global economy, a meeting
that set the tone for SFI’s program in
economics. Adams has worked in areas
ranging from archaeology of early cul-
tures, such as Mesopotamia, to the cul-
tural roles of technology in our society.
Until his retirement in 1994 he was
secretary of the Smithsonian Institute;
since his retirement he has been at the
University of California at San Diego.

Princeton’s condensed matter theorist
Philip W. Anderson‘s most recent work
has been on “High-Tc” superconductivi-
ty. “I got into the Santa Fe Institute uni-
verse via the condensed matter phe-
nomenon of the ‘spin-glass,’” he notes.
“I also had developed an interest in eco-
nomics. . . and was glad to help orga-
nize the global economy workshop in
’87, choosing a group of hard scientists
to try to mesh with Arrow’s ten econo-
mists, apparently with some success.”

One of the earliest members of the
Santa Fe Institute, Marcus Feldman
directs the Morrison Institute for
Population and Resource Studies at
Stanford. Also at Stanford, he co-
directs the Center for Computational
Genetics and Biological Modeling, and
holds the Wohlford chair in biological
sciences. Feldman’s research concerns
mathematical modeling of evolutionary
phenomena.

Murray Gell-Mann is a founding member
and currently a distinguished fellow at
SFI as well as the Robert Andrews
Millikan Professor Emeritus at the
California Institute of Technology, where
he joined the faculty in 1955. His
research focuses on “plectics,” the
study of simplicity and complexity, scal-
ing, and the evolution of languages.

As Professor and Chairman, M. Peter
Heilbrun’s research and clinical work in
the Neurosurgery Department at the
University of Utah’s School of Medicine

Insects have profoundly influenced our culture through
time, and it is therefore not surprising that they feature
prominently in some psychiatric disorders. Historically,
there has been considerable confusion and definitional
overlap between insect phobias, delusions of parasitosis,
and illusions of parasitosis.

A true insect phobia is defined by the following criteria: 
1. A persistent irrational fear of and compelling desire to
avoid insects, mites, spiders, or similar phobic objects.
2. Significant distress from the disturbance despite
recognition of the individual that the fear is excessive or
unreasonable.
3. Not due to another mental disorder such as schizo-
phrenia or obsessive compulsive disorder.
—Insects in Psychiatry by Phillip Weinstein

insect note



has focused on evaluation and stereo-
tactic pallidotomy and thalamotomy for
patients with Parkinson’s disease and
other movement disorders. In June he
joins the staff in the neurosurgery
depar tment at Stanford Medical
School.

John Holland is professor of psychology,
and professor of electrical engineering
and computer science at the University
of Michigan. At Michigan, he is a mem-
ber of the Executive Committee of the
Center for the Study of Complex
Systems and director of the University
of Michigan/Santa Fe Institute
Research Program there. Holland has
had a long intellectual association with
the Institute and is actively involved in
research in its adaptive computation,
economics, evolutionary dynamics, and
robustness initiatives.

As the Arthur R. Marshall Jr. Chair in
ecological sciences at the University of
Florida, C.S. “Buzz” Holling played an
important role in launching a compara-
tive study of the structure and dynamics
of ecosystems. Holling’s specific
research interests focus on the blend-
ing of concepts of stability theory with
modeling and policy analysis. 

Stuart Kauffman is chief scientific officer
and chairman of the board of Bios
Group, Inc. Long associated with SFI,

Kauffman’s major areas of research
include developmental genetics, theo-
retical biology, evolution, and the origin
of life. 

Since 1986 Nancy Kopell has been a
professor of mathematics at Boston
University. Kopell uses and develops
methods of dynamical systems to
attack problems of applied mathemat-
ics. She is especially interested in
questions involving self-organization in
physical and biological systems.

Eric Lander is founder and director of
the Whitehead Center for Genomic
Research at the Massachusetts
Institute of Technology. He is a geneti-
cist, molecular biologist, and a mathe-
matician, with research interests in
human genetics, mouse genetics, pop-
ulation genetics, and computational
and mathematical methods in biology. 

David Lane is professor and departmen-
tal director at the Depar tment of
Political Economy at the University of
Modena, Italy. For the last few years
Lane has been working on a theory of
innovation, concentrating on the
processes whereby new artifacts are
conceived and market systems built
around them. His SFI collaborators
include W. Brian Arthur, Walter Fontana,
Robert Maxfield, John Padgett, and
David Stark.

Simon Levin is George M. Moffett
Professor of Biology at Princeton.
Author of the recent Fragile
Dominions: Complexity and the
Commons, Levin is actively involved
in several research initiatives at SFI
including evolutionary dynamics,
robustness and mathematical mod-
eling, and tools for biologists. 

Alan Perelson heads the Theoretical
Biology and Biophysics Group at Los
Alamos National Laboratory and the
Jeanne and Joseph Sullivan
Theoretical Immunology Program at
SFI. A Stanislaw Ulam Memorial
Lecturer for SFI in 1995, Perelson’s
research interests include mathemat-
ical and theoretical biology, with an

emphasis on problems in immunology,
virology, and cell and molecular biology.

Daniel Stein is professor and chair in the
physics department at the University of
Arizona. For more than a decade he was
the co-director of SFI’s Complex
Systems Summer School. Stein’s
research areas include quenched disor-
der in condensed matter, particularly
spin glasses; stochastic processes;
dynamics of glasses and the glass tran-
sition; and biological physics, including
protein dynamics and transport through
biological membranes.
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Murray Gell-Mann

Dowman Varn
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NIH Leads Experimentalists to Modeling . . . .
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With the generation of increasingly complex data,
biologists are beginning to recognize the importance of
developing innovative mathematical and computational
methods for analyzing biological phenomena. This is no
easy task. Experimental biologists often have forgotten
the mathematics learned during their college and gradu-
ate school days and, in most cases, have not established
ties with mathematicians and physicists. In order to move
biology forward in the next generation, there needs to be
an in-depth understanding of the importance of mathe-
matics, statistics, and computer science for analyzing
experimental data. Even more important, theory is need-
ed to better design experiments that will help unravel
complexities embedded in biological systems.

A short course organized by SFI External Faculty
member Lee Segel (Weizmann Institute) held at the
Institute in 1999 embarked on just such a quest. Titled
“Design Principles for the Immune System and Other
Distributed Autonomous Systems,” it brought together
theoreticians and experimentalists in the fields of
immunology, social insect systems, theoretical chem-
istry, and computer science. During the course of this
workshop, “language” barriers between the theorists
and non-theorists, and the immunologists and non-
immunologists were overcome. Several collaborations
between these groups were established and have con-
tinued as a result of interactions at this workshop. 

At the same time, the director of the National
Institute of General Medical Sciences (NIGMS) of the
National Institutes of Health, Marvin Cassman, and his
colleagues, published solicitations for proposals to
develop short courses to bring together experimental
biologists and theoreticians. Segel, SFI President Ellen
Goldberg, and SFI Postdoctoral Fellow Michael
Lachmann developed a proposal describing a series of
short courses, workshops, working groups, and visitor
programs with the goal of introducing biologists to
mathematical and computational modeling and intro-
ducing physicists and mathematicians to biological con-
cepts. The program is designed to accomplish the fol-
lowing aims:

• Educate experimentalists in the use of modeling and
simulation tools in order to gain a deeper under-
standing of biological problems and their complexi-
ties.

• Introduce mathematicians and other theorists to the
language and concepts of biological systems. 

• Encourage collaborations among theorists and exper-
imentalists through ongoing working groups and vis-
itor programs that will convene at SFI (and at collab-
orating institutions) throughout the year.

Promoting interactions between experimentalists
and theorists in biology is complex since (unlike physics
and for reasons that were valid in the past) biology has
been a science where theory was largely informal. Thus
this program is designed to be an ongoing process over
an extended period of five years.

The program was funded by the NIH this March.
During the first four years the effort will be centered on
short courses and workshops in (a) mathematical model-
ing in molecular and cellular biology, (b) modeling and
simulating biocomplexity for mathematicians and physi-
cists, (c) models and simulations in neurobiology from
channels to networks, and (d) mathematical and compu-
tational models in medicine.  The most successful of
these initial programs will be repeated the fifth year. 

An advisory committee including mathematicians,
statisticians, computer scientists, and theory-friendly
experimentalists has been selected, with the first meet-
ing to be held in August. 

It will follow an initial program workshop on
“Mathematical Models in Molecular and Cellular
Biology” to be held July 29 through August 10, 2001 in
Santa Fe. The workshop will concentrate on lectures on
biomathematical modeling, which will be followed by
presentations by leading theorists and theory-friendly
experimentalists of important instances where mathe-
matical modeling has been used in understanding bio-
logical phenomena. 

See www.santafe.edu/sfi/research for more details.

. . . . .Theorists to Biology
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Over 500 students from throughout the world com-
peted for a combined total of 100 slots at the two
Complex Systems Summer Schools in Santa Fe and
Budapest. The schools offered an intensive introduction
to complex behavior in mathematical, physical, living,
and social systems for graduate students and postdoc-
toral fellows in science and the social sciences. The
Santa Fe school is nearly 15 years old, but this was the
first year of operation for the Budapest school. Despite
its inaugural status, the Hungarian program matched its
U.S. counterpart with about 250 applications.  

As part of SFI’s International Program, which is cur-
rently targeting (among other sites) Eastern Europe and
the former Soviet Union, the Budapest school particu-
larly serves students from these regions. However, both
schools feature broadly international student popula-
tions, each drawing participants from the United States,
Latin America, Asia, Eastern and Western Europe,
Africa, and India. “We’re thrilled to be reaching out to
countries that haven’t been involved previously in the
school,” says Co-director Melanie Mitchell. “The qual-
ity of applicants this year was simply outstanding, and
this was the most international and broadly interdisci-
plinary group we’ve ever had.” Support for the Santa Fe

event was provided by the National Science
Foundation, the National Institutes of Health, the
Office of Naval Research, and other funding sources.
Support for the Budapest school was provided by the
Central European University, with additional funding
from the Collegium Budapest. Significant underwriting
for both schools comes from SFI’s International
Program.

Computer scientist Melanie Mitchell, director of
educational outreach at SFI, is a co-director for both
schools. University of Arizona professor Ray Goldstein
(Physics) is her co-director in Santa Fe. Co-director for
the Budapest school is Imre Kondor (Physics of
Complex Systems), Eotvos University, Budapest. 

The Santa Fe school took place in June, while the
Budapest school followed in July. The format for both
was the same: The first week consisted of an intensive
series of lectures, demonstrations, and experiments
introducing some core ideas and tools of complex sys-
tems research. The topics included experimental and
theoretical nonlinear dynamics and pattern formation,
statistical mechanics and stochastic processes, informa-
tion theory and computation theory, adaptive computa-
tion, and computer modeling tools. 

Competition
Tight for
Two
Complexity
Summer
Schools
BOTH SCHOOLS BOAST INTERNATIONAL STUDENT BODIES

SANTA FE
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Weeks two and three included short courses
on current research in complex systems. The top-
ics this year were origin and early evolution of life
(Santa Fe and Budapest); nonstandard approaches
to computation (Santa Fe and Budapest); geo-
physics and climate modeling (Santa Fe); and
self-organization and collective behavior
(Budapest).

Week four was devoted to completion and pre-
sentation of student projects.

New this year to the Santa Fe school was a set
of laboratory demonstrations and exercises devel-
oped by Ray Goldstein designed to give students
experience with laboratory and experimental
analysis. The experiments illustrated fundamen-
tal ideas related to nonlinear dynamics, pattern
formation, stochastic processes, and time series
analysis in physics, chemistry, and biology.

McLennan Awarded 2001 Steinmetz Fellowship
Sean McLennan, a third year graduate student in cognitive science

and linguistics at the University of Indiana, is the 2001 Philip
Steinmetz Fellow. The annual Steinmetz Fellowship, an award open to
Complex Systems Summer School (CSSS) alumni, supports a one-
month research residency at the Santa Fe Institute, the year subse-
quent to the school. Its purpose is to provide the opportunity to CSSS
students to pursue research projects in complex systems and to par-
ticipate in SFI scientific activities.

McLennan’s work at SFI will focus on “Neuronal Habituation as a
Learning Method in an Adaptive Speech Recognition System.”
Regarding the subject, he writes, “As the limitations of the traditional
connectionist approach of using integrated node activations as an
approximation of neuronal activity become increasingly clear, connec-
tionist researchers have begun exploring the dynamics involved in
more biologically plausible models that implement ‘spiking’ neurons.
These models, which address time more directly, have shown promis-
ing results in dealing with temporally based patterns such as speech.

“A major stumbling block in temporal pattern recognition is rate-
independence; rarely, if ever, are patterns of speech, for example, the
same in an absolute measure of time. More confounding is the fact
that speaking rate also dramatically affects the acoustic properties of

speech segments—previously salient characteristics
are weakened or lost and recognition relies on other
characteristics. Approaches to measuring speaking
rate have relied on buffering the signal so that it can
be observed in a top-down, non-connectionist fash-
ion. This is neither biologically plausible, nor desir-
able for real-time processing. 

“A colleague and I have outlined a model of neu-
ronal habituation to provide an implicit, real-time
measure of speaking rate in a connectionist system.
Habituation, although well studied and perhaps the
most elementary and ubiquitous form of plasticity,
has seldom been implemented in connectionist mod-
els.”

While at SFI, McLennan will implement habitua-
tion in already existing connectionist architecture for
speech recognition, namely that of Hopfield and
Brody. 

Dr. Philip R. Steinmetz, a professor emeritus at
the University School of Medicine in Connecticut and
an alumnus of the 1990 Complex Systems Summer
School, has generously established this fellowship.
Steinmetz is especially interested in complexity in
biological systems, including questions of how com-
plex systems develop relatively simple overall behav-
ior, and what roles self-organization and entrainment
play in these systems.

BUDAPEST

PHOTOGRAPHY: SUZANNE DULLE
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ROBUSTNESS ADVISORS MEET
The recovery of ecosystems from

natural disasters, the ability of cells to
tolerate insult, the ability of a computer
to compute reliably in the presence of
noise or defective components, the via-
bility of an economic organization—in
all these processes, it is robustness
(rather than, say, optimization) that
plays the central role. Yet researchers
in the many disciplines for which robust-
ness is a relevant concept are typically
hard put even to define the term, much
less to contemplate fundamental princi-
ples that might apply to general con-
texts. The David and Lucile Packard
Foundation is supporting a new SFI sci-
entific initiative that explores the ori-
gins, mechanisms, and implications of
robustness in physical, computational,
biological, and ecological systems.

The first meeting of the Advisory
Board for the Packard robustness pro-
gram was held March 16-17, 2001.
Meeting participants represented the
disciplines of evolutionary biology, mol-
ecular biology, ecology, computer sci-
ence, electrical engineering, physics,
cognition, and mathematics. Of the
twenty Advisory Board members, theme
coordinators, and invited guests at the
meeting, five had never before visited
SFI, and five were “second-timers.”
These were Steve Carpenter
(Wisconsin), John Doyle (Caltech),
Joachim Hermisson (Yale), Lucia Jacobs
(U.C. Berkeley), Leo Kadanoff
(Chicago), Michael Kearns (AT&T),
David Krakauer (Institute for Advanced
Studies), Chris Voigt (Caltech), Gunter
Wagner (Yale), and Brian Walker
(Resilience Alliance). Jim Crutchfield,
Walter Fontana, and Erica Jen repre-
sented SFI residential researchers;
while Vice President for Academic
Affairs, Tom Kepler, participated as
well. Other long-time Institute associ-
ates present were Stephanie Forrest,
John Holland, Alfred Hubler, Simon
Levin, and Erik van Nimwegen.

Erica Jen—coordinator of the initia-
tive and organizer of the Advisory Board

meeting—outlined activities being
sponsored by the new program in the
areas of cellular processes, evolvability,
ecosystems, emergent physical struc-
tures, and distributed problem-solving.
Jen urged the group to help pose addi-
tional relevant questions and conceptu-
al issues, and to name appropriate indi-
viduals to be recruited for future activi-
ties.  She also prompted participants to
present case studies and to propose
specific collaborative projects address-
ing broad questions such as:

What are examples of robustness?
This includes questions such as: What
would be an example of a system that
performs the same function that is NOT
robust? Is the robustness a side effect
or intrinsic to the system? Are there sig-
natures for robustness or the loss
thereof? 

What are mechanisms by which
robustness is achieved? This includes
questions such as: What are the orga-
nizational architectures of robust sys-
tems? What are the information-pro-
cessing mechanisms that make sys-
tems robust? What are the repair mech-
anisms used by systems that are
robust? How do systems switch among
different functions? Are there mecha-
nisms that relate different forms of
robustness; e.g., mechanisms by which
one form of robustness may arise as a
by-product of selection for another
form? What is the relation between
robustness and the levels of selection
operating on a system?

What are the consequences of
robustness? This includes questions
such as: What is the cost of robust-
ness? What is the relation between
robustness and performance? What is
the relation between robustness and
evolvability?

Case studies of “real” systems cov-
ered at the meeting included presenta-
tions by John Doyle on high-
ly optimized tolerance in
cellular processes as well
as in engineering systems;

David Krakauer on molecular mecha-
nisms for redundancy and anti-redun-
dancy; Chris Voigt on enzyme robust-
ness in directed evolution; Steve
Carpenter and Brian Walker on distur-
bance regimes and recovery of lakes
and grasslands; Michael Kearns on
learning algorithms based on stochas-
tic queries; Leo Kadanoff on hydrody-
namic singularities; Gunter Wagner on
the evolution of mutational robustness;
John Holland on the robustness of
strategies in contexts including cancer
cell growth and learning; and Walter
Fontana on evidence in RNA evolution
for robustness at the environmental
level translating into robustness at the
mutational level.

This survey of specific systems
served as the basis for general discus-
sions focusing on commonalities of
architectures—features of modularity
and redundancy, for example—for sys-
tems that are robust; differences in the
origins and implications of robustness
in systems that are designed versus
those that have evolved; and conse-
quences of robustness for flexibility and
evolvability.

Several new working groups and
research projects emerged from the
meeting:

• ecosystem disturbances

• architectures for robustness

• micro-level mechanisms and congru-
ence principles (i.e., the phenomenon
by which robustness at one level gets
translated into robustness at another
level)

• mutational robustness

• robustness in directed molecular
(e.g., protein) evolution

• robust information-processing systems

A follow-up gathering of program
participants will be held later this year,
and the Advisory Board will meet next
March to review the first year of pro-
gram operations and to map out future

activities.

news



MICHAEL RAOUL-DUVAL
1938-2001

Santa Fe Institute Board of Trustees
member Michael Raoul-Duval died in
April 2001, in Santa Fe after a long ill-
ness. He was 62 years old. A very
active trustee, Mike was elected to the
Board in 1995 and served on the
Executive Committee since his appoint-
ment date. He was a driving force
behind the Campus Campaign that
raised funds for renovation and expan-
sion of the Cowan Campus of SFI. Ellen
Goldberg, president of the Santa Fe
Institute commented on his passing:
“We will all miss Mike. His enthusiasm
for SFI never wavered, and his support
of our effor ts was always there.
Working with Mike was a wonderful
opportunity; it was an honor to learn
from someone who had been an instru-
ment of change for both government
and private industry.”

Duval’s public service career began
in 1967 as an attorney with the U.S.
Depar tment of Transpor tation. He
served there until 1970 when he joined
President Nixon’s White House staff as
an advance man, and helped plan his
historic trip to China in 1972. From
1972-74 he served on the Domestic
Council under both Nixon and Ford, and
in 1974 he was appointed special coun-
cil to President Ford. He left the White
House in 1977 and joined Mead
Corporation, where he eventually
became senior vice president and chief
strategic officer. In 1984 he joined First
Boston Corp. in New York, where he
became a member of its management
committee, helping negotiate First
Boston’s merger with Credit Suisse in
1988. In 1990 he formed the Duval
Group, a New York investment banking
concern specializing in international
mergers.
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O! then, I see, Queen Mab hath been with you. . .
She is the fairies’ midwife, and she comes
In shape no bigger than an agate-stone
On the forefinger of an alderman,
Drawn with a team of little atomies
Athwart men’s noses as they lie asleep:
Her wagon-spokes made of long spinners’ legs;
The cover, of the wings of grasshoppers;
The traces, of the smallest spider’s web;
The collars, of the moonshine’s watery beams;
Her whip, of cricket’s bone; the lash, of film;
Her waggoner, a small grey-coated gnat,
Not half so big as a round little worm
Prick’d from the lazy finger of a maid. . .
And in this state she gallops night by night
Through lovers’ brains, and then they dream of love.
—Romeo and Juliet by William Shakespeare

We know that you are royally blest
Cicada when, among the tree-tops, 
You sip some dew and sing your song;
For every single thing is yours
That you survey among the fields
And all the things the woods produce.
The farmers’ constant company, 
You damage nothing that is theirs;
Esteemed you are by every human
As the summer’s sweet-voiced prophet.
The Muses love you, and Apollo too,
Who’s gifted you with high pitched song,
Old age does nothing that can wear you,
Earth’s sage and song-enamored son;
You suffer not, being flesh-and-blood-less—
A god-like creature, virtually. 
—From Cicada in Ancient Greece by Rory B. Egan

The spiraling flights of moths appear haphazard only
because the mechanisms of olfactory tracking are so
different from our own. Using binocular vision, we
judge the location of an object by comparing the
images from two eyes and tracking directly toward
the stimulus. But for species relying on the sense of
smell, the organism compares points in space,
moves in the direction of the greater concentration,
then compares two more points successively, moving
in zigzags toward the source. Using olfactory naviga-
tion the moth detects currents of scent in the air
and, by small increments, discovers how to move
upstream.
—Prodigal Summer by Barbara Kingsolver

insect note

LOCAL TEENS
HONORED BY SFI

In June, SFI named six high
school seniors from the Santa Fe
area as outstanding students in
sciences. The six selected for the
award, which was established in
1996, are being recognized for
their “creativity, originality, and aca-
demic excellence.” Science teach-
ers at area high schools made the
selections.

The students are Dominic
Aguilar, a graduating senior from
Santa Fe Indian School; Darricksen
Begay, a graduating senior from
Native American Preparatory
School; Christina Benavidez, a grad-
uating senior from the New Mexico
School for the Deaf; Shaun
Higginson, graduating from Santa
Fe Preparatory School, Benjamin
Migliori, graduating from Capital
High School; Natasha Stanke, grad-
uating from Santa Fe High School;
and Damian Trujillo, a graduating
senior from St. Michael’s High
School.



Among the classes I took as an undergraduate physics
major, one of the most deeply thought provoking was Visual
Thinking. Art professor Dini Erdman made a significant impact
on the course of my scientific career starting with her lectures
on figure and ground. First, she taught us the ability to see an
inverted relationship between a picture’s negative and posi-
tive spaces. We can easily experience these shifts in the rep-
resentations devel-
oped by Edgar
Rubin and exempli-
fied by his
faces/vase picture.
One’s sense of the
object of percep-
tion shifts dramati-
cally as the figure-
ground relationship
flips. 

More to the
heart of the aes-
thetic experience is
the construction of
visual art based on
the dynamics
emerging in the
tension between
these two comple-
mentary spaces.
The Picasso paint-
ing “Les
D e s m o i s e l l e s
D’Avignon” is a par-
ticularly striking
example of this
technique. The “empty” space between the women and
between their arms and torsos, for example, is depicted with
a certain solidity of its own. This does not simply invert the
figure-ground relationship but forces the viewer to abandon
the traditional way of parsing a scene and instead attend pri-
marily to the higher order perception arising in the relative
relationship between the fields rather than to either field
absolutely.

I know that for actual visual artists, this is preschool
stuff, but somehow it seemed a revelation—the difference,
perhaps, between having-been-taught and seeing directly.

This was my first lesson in complex systems.

And I think it still paints an accurate, if simplified and
poetically suggestive, picture of what goes on at SFI. We fre-
quently talk about seeing the “big picture,” but of course,
merely seeing the big picture is insufficient; seeing the big
picture necessitates the loss of information at higher resolu-

tion. What goes on
at SFI is not simply
a withdrawal to a
vantage point pro-
viding a more
e n c o m p a s s i n g
vision. Rather, it’s
more akin to the
development of a
new way of directing
attention and
deploying it toward
seeing and manipu-
lating the tension
between what is
currently foreground
and what is back-
ground. Agent-
based modeling
itself provides a
prime example of
this. One’s atten-
tion necessarily
shifts between the
detailed behaviors
of the agents them-
selves and the
emergent collective

phenomena they embody until a kind of synthesis or merging
of the two perspectives occurs and there arises a new locus
of attention.

And this is reflected also in the transdisciplinary strategy.
In any given discipline, a concerted effort is made to train a
bright light on a particular set of issues for which theoretical
and/or experimental tools have been painstakingly crafted. A
special language is developed that facilitates communication
about these foreground matters, which inevitably casts fur-
ther shadows on those topics implicitly relegated to the back-
ground.
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PICASSO AND PERCEPTION—
ATTENDING TO THE HIGHER ORDER

by Tom Kepler
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When practitioners of different disciplines meet to share
ideas and work collaboratively, this difference in language is
immediately clear and frequently troublesome. The language
of physics does not lend itself easily to discussions about the
economy; nor does the language of economics lend itself to
physics. The task of mutually interpreting these languages
requires a partial inversion of the foreground-background dis-
tinction, at least temporarily, on both sides. At this point, new
parts of the landscape are illuminated, though largely by the
light of the old lamps. When these collaborations are suc-
cessful, a new meta-language eventually emerges. But here
too, this meta-language does not correspond to a new set of
foreground objects so much as to a higher-order set of rela-
tionships at the boundaries between figure and ground.

The International Program, now in its second year, may be
pointing beyond mere interdisciplinarity. The stated purpose
of the International Program is to disseminate the ideas and
methods underlying the analysis of complex systems in the
developing world. We have now begun to build networks of
interested researchers in China, India, Africa, the former
Soviet Union, and in Eastern and Central Europe, among
other places. The first couple of workshops have now hap-
pened as well as many more informal meetings. What has
emerged in these gatherings is the possibility of taking the
methods of transdisciplinary research to a new level. 

In contrast to the present practice of such research at
SFI, where all parties’ disciplinary languages are imbedded in
common intellectual tradition and experience, we now see a
different type of interaction. The researchers may be talking
about the same systems, but doing so from different points
of view. One particularly clear example of this potentially pow-
erful transcultural collaboration is in medicine, where the lan-
guages of Asian traditional medicines are so orthogonal to
that of Western biomedicine that it’s hard to accept that both,
simultaneously, have legitimacy. But recent metastudies,
including one from the National Institutes of Health, have
shown just that. I suggest that here, too, we have a figure-
ground reversal, only this time the participants are all looking
at the same thing. But where biomedicine sees substance,
Eastern traditions see process. 

There are similar conditions, though perhaps not as stark-
ly defined, that inform the dialogue between the pragmatic
scientists of the U.S. and the more philosophically motivated
researchers of Eastern and Central Europe: same objects, dif-
ferent languages. Shall we resist the temptation to simply
translate and instead seize upon the opportunity to shift our
gaze to embrace both representations simultaneously?

In college I also learned that one cannot cover a sphere
with a single smooth coordinate system. Instead, one must
devise two smooth coordinate systems and the rules for con-
necting them where they overlap. A single universal and com-

plete representation simply cannot cover spaces with non-triv-
ial topology. Shall we continue to bet that a single universal
and complete representation covering any given complex sys-
tem—much less the world—is to be found?

Tom Kepler is Vice President for Academic Affairs at SFI.
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