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Message from the Editor

Computational modeling of adaptive complex systems

Much of the research of the Santa Fe Institute centers on the study of
complex adaptive svstems. There is an immense diversity represented by
the systems that we describe by the term (()mpl(“( adaplwe 7 Many ex-
amples of this diversity are present in the articles in this issue, which in-
clude reports on continuing or beginning programs in economics. global
sustainability, cultural PV()lllllOll the interplay between climate and cul-
ture, lmlmng and memory in the immune svstem, and evolution and
leammo in organizations. But, in spite of this wide-ranging diversity, we
sec common themes in these systems: we sce the promise of (]lb(OV(‘llHO
common principles, and there is (,omlnonahty in our approach to their
understanding.

The study of most of these systens is not new; many have been
studied, in some sensc, since the dawn of intellectual endeavor. But we
are heomnmo to sec some common features. They share a common ar-
chitecture. All feature more or less 111(]epul(lonl agents, interacting with
each other in an environmment that is. at least in part, determined l)_\ the
behavior of the other agents. In economics and in organizations those
agents may be individuals, [irms, or even nations. In prehistoric culture
the agents may be individuals, families, clans, villages, or tribes. In the
immune system the agents are different tyvpes ol cells and molecules.
We seek to understand the structure and behavior of these agent-based
svstems.

In addition to the search for features and principles that are common
to several systems, what is new in our study of these systems is the use of
new (‘ompulanonal approaches to modeling. At SFI these approaches are

called adaptive computation, a program that provides the mathematical
and computational underpinnings for much of the modeling in other SF1
activities. This program includes several thrusts: fundamental study of
the principles of adaptive computation; the search for new techniques, in
what may be a large universe of adaptive computational methods; and
the development of 061]61(1] agent-based, adaptive computational model-
ing platforms. These (ompulallondl plalfouns and the application of
adapiwe computation to a variety of systems form a major theme of this
issue and, indeed, of the current work at SFI.

L. M. Simmons, Jr.
Vice President, Academic Affairs
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A New Home for the
Institute

By the end of the year, and
perhaps sooner, Santa Fe Institute
expects to move to its new, and
permanent, home. We have pur-
chased the 32-acre site known lo-
cally as the Hurley Estate, after
General Patrick Hurley, who built
the 12,000-square-foot house on a
hill in northeast Santa Fe for his
family in the late 1950s. The
house was designed as a place for
entertaining large numbers of
people, and the public spaces are
large. We are particularly looking
forward to what will be our new
conference room, which will fi-
nally accommodate our work-
shops comfortably, as well as to a
real library.

Researchers and staff will find
the new space both inspiring and
confining. The inspiration comes
from the juniper- and pinon-cov-
ered hillsides that will surround
us; the confinement comes from
trying to fit into a house with few-
er, but larger, rooms than we cur-
rently occupy in our office suites.
We expect to build additional
space as soon as finances permit.
In the meantime we have our at-
tention focused on installing a
computer and telephone network,
~upgrading the utilities, and mini-
mizing the disruption that any
move entails. We ask our friends’
tolerance for what will surely be
some discontinuities during that
period.

SFI was gratified to discover
how much community support
emerged on our behalf when we
presented our case for a zoning
variance before both the Santa Fe
Zoning Board of Adjustment and,
eventually, the Santa Fe City

The Hurley Estate, a 32 acre site in northeast Santa Fe, will be SFI’s new home.

Council. Hundreds of people,
many of whom we had not known
before, stepped forward to say SFI
would not only be a good neigh-
bor, but that it is an important as-
set to the community. We intend
to live up to their expectations.

Undergraduates
Join SFI Research
Staff

For five undergraduates, sum-
mer vacation was given over to
research at SFI. The students,
who came to us from across the
United States, worked with faculty
mentors on individual projects fo-
cusing on some aspect of the
computational properties of com-
plex systems. These residencies
are supported by the National
Science Foundation through its
Research  Experiences for
Undergraduates Program.

Jean Czerlinski is a senior
majoring in physics at New
College of the University of
Florida. She worked with Mats
Nordahl and Cris Moore on topics
in dynamical systems and the dy-

namics of evolutionary systems.
In particular, she investigated cel-
lular automata where the rules
can change the topology of the
underlying lattice, and worked
with Mats and Cris on evolution-
ary models that use Lindenmayer
systems to take development into
account.

Matthew Headrick, a senior in
physics at Yale, worked with
Melanie Mitchell, Peter Hraber,
and Jim Crutchfield on their
“Evolving Cellular Automata”
project. This project involves ap-
plying genetic algorithms (GAs)
to evolve cellular automata (CA)
with desired dynamical and com-
putational behaviors. Given the
widespread applicability of CA as
models of natural complex sys-
tems and as parallel computing
devices, finding a way to auto-
mate the process of designing CA
has great significance for a num-
ber of fields. They are also find-
ing that studying the GA’s behav-
ior on this task is yielding
insights into how the GA works,
what impediments it can run
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into, and what mechanisms un-
derlie its ability to evolve a com-
plex system by working directly
only on simple, locally interacting
components.

Nelson Minar, a mathematics
senior at Reed College, worked on
analyzing the effect of imposing
spatial locality on emergent auto-
catalytic networks of lambda-cal-
culus expressions. The basic mod-
el of Walter Fontana and Leo
Buss, called “ALchemy,” was im-
plemented in a well-stirred soup
model: all expressions interact
with equal probability. Space has
the effect of limiting the possible
reactions: reactants are required
to be near each other. They are
4 exploring the effectiveness of spa-
tial differentiation for encourag-
ing speciation and reproduction.

With External Faculty mem-
ber Alfred Hubler, Darren Pierre
examined competitive control and
modeling of a logistic map, a sim-

ple nonlinear system. Darren is a
senior at Case Western Reserve
University majoring in physics.
The intent of this project was to
design a control and modeling
system simple enough to be stud-
ied analytically as well as numeri-
cally. This work is based on work

There’s an explosion of infor-
mation, but much of it is very
specialized. At SFI there’s an al-
ternative. Instead of simply find-
ing more “answers,” one can also
see how these answers fit togeth-
er as a whole, across disciplines
and methodologies.

JEAN CZERLINSKI

by Hubler and David Pines in
“Prediction and Adaptation in an
Evolving Chaotic Environment”
where more elaborate modeling
and control algorithms were used,
giving extensive numerical re-
sults. However, the complexity of

Undergraduate interns Matt Headrick, David Pieczkiewicz, Jean Czerlinski,
Nelson Minar and Darren Pierre. Not pictured is Michael Lowenstein.

the algorithms made analytic pre-
dictions difficult.

David S. Pieczkiewicz, also
from Case Western Reserve, is a
January 1993 graduate in anthro-
pology. David worked with Bette
Korber attempting to design a
method for comparing and con-
trasting the technique of DNA sig-
nature analysis with more tradi-
tional phylogenetic tools in
studies of the epidemiological
linkage of HIV sequences. The
technique gained popular atten-
tion in the recent case of a Florida
dentist thought to have infected
some of his patients with HIV.
Signature analysis identified a
characteristic pattern in the den-
tist’s HIV samples that was rare in
the background population, but
was found in several of his HIV-
positive patients. On the basis of
these findings, the Centers for
Disease Control in Atlanta con-
cluded that the dentist was the
source of the patients’ infection.
The CDC’s conclusion, and the va-
lidity of the signature analysis
technique itself, has been debated
since. David’s primary task was to
design and implement simula-
tions of HIV DNA mutation. The
results of these simulations will
be used as source data in the key
question of this project: when can
signature analysis techniques be
advantageous and contribute new
information, when used in con-
junction with more traditional
approaches? If new insights to
this question are gained by the
project, such information may be
helpful for understanding the
general applicability of signatures
to epidemiological linkage.

In late summer Michael
Lowenstein, a 1992 graduate in
biology from the University of
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Massachusetts at Boston, joined
the REU program. Michael is
working with Christian Burks,
SFI/LANL, on solution space
characterization. The process of
sequence assembly can be
thought of as taking the original
DNA, cutting it into small pieces
which can be sequenced, and fig-
uring how the pieces fit back to-
gether. There is only one correct
answer but a combinatorially
large number of potential solu-
tions. The work of Burks and
Lowenstein involves positioning
each potential solution in the so-
lution space along with its score.
This work may provide insight
into which algorithms are best for
large-scale sequence assembly
given specific kinds of DNA data.

New Members of the
SFI1 Family

“What intrigued me about the
Santa Fe Institute,” writes new
SFI Trustee Gordon K. Davidson,
“was the prospect of interdisci-
plinary exchanges that could yield
insights into a variety of complex
problems. What impressed me
most is the prospect for applying
the new learning that results
from these exchanges to real-
world problems.” Gordon is
Chairman of the Corporate
Practice Group of Fenwick &
West, a general-practice law firm
based in Palo Alto with an office
in Washington, D.C. Davidson
specializes in providing legal ad-
vice to high-technology compa-
nies. His practice includes gener-
al corporate law as well as
technology licensing and protec-
tion for intellectual property. He
has represented many high-tech-
nology Silicon Valley companies
including Apple Computer,

Gordon Davidson

David B. Weinberger

John Koza

Cadence Design Systems,
Electronic Arts, Symantec, and
3DO. Prior to entering law school
Mr. Davidson worked as an elec-
tronics engineer on an advanced
computer research project at
Stanford Research Institute and,
subsequently, as a computer soft-
ware engineer at Measurex
Corporation.

A recent addition to the SFI
Board of Trustees, David B.
Weinberger is a General Partner
of The O’Connor Partnerships and
a Managing Director of the Swiss
Bank Corporation. The O’Connor
Partnerships are well-known in-
ternationally for their successful
mathematical approach to propri-
etary trading. Weinberger cur-
rently plays an advisory role in
the areas of mathematical re-
search and trading technology,
new product development, legal
and regulatory matters, and se-
curities industry relations. He re-
ceived a Ph.D. in mathematics
from Princeton and prior to his
years in the securities industry he
taught applied mathematics and
computer science as a visiting lec-
turer at Yale University, and was a
research mathematician at Bell
Laboratories. His primary re-
search activity was in the field of
combinatorial optimization, and

he is the author of a number of
research articles in that field.
“SFI is a unique interdisciplinary
research environment where a
new generation of computer-
based tools is being used to iden-
tify and understand ‘emergent’
behavior common to complex sys-
tems across many different disci-
plines,” notes Weinberger. “As
one who is extremely interested
in fundamental unifying scientific
principles, I find this work very
exciting.”

New SFI Science Board mem-
ber John R. Koza is a Consulting
Professor in the Computer
Science Department at Stanford
University and President, Third
Millennium Venture Capital
Limited in California. He is the
author of Genetic Programming:
On the Programming of
Computers by Means of Natural
Selection and the forthcoming
Genetic Programming II:
Automatic Discovery of Reusable
Subprograms, (MIT Press, 1994).
“The Santa Fe Institute has suc-
cessfully combined the interdisci-
plinary approach needed to grap-
ple with many of the really
important problems of science
while maintaining a very high
quality of analysis and work,” he
says. O
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lratory of Tree-Ring Research, University of Arizona, Tucson, Arizona, U.S.A.

Coutesey

Climate and culture are two of

the dominant complex systems of
the earth. The climate system has
evolved in tandem with the planet,
continuously interacting with the
changing composition and configu-
ration of the earth’s surface and
the organic life that it supports.
Human culture, on the other hand,
is a relatively recent phenomenon,
the product of the evolution of
learned behavior as a primary
adaptive mechanism. The climate
system has always exerted a pow-
erful influence on cultural systems.
But it is also true that culture has
now evolved to the point where
human behavior is affecting the
climate.

SF1 is planning an exploratory
workshop on the interface between
climatic and culture systems. “The
Medieval Warm Period of the 9th
to 15th Centuries: Large-Scale
Interaction of Climate, Ecosystems,
and Human Behavior in North
America” will be chaired by Henry
Diaz (NOAA), Malcolm “uohes
and Jeftrey Dean (both from U.
Arizona). To probe the complex
interactions among climate, the
geosphere, biosphere, and culture,
the meeting will focus in-depth on
the climate of the Medieval Warm
Period and its effects on the prehis-
toric environments and populations
of North America. This particular
case study has been chosen for sev-
eral reasons: the Medieval Warm
Period (MWP) was a time when
global climate was markedly dif-
ferent from the present, with tem-
peratures in the Northern
Hemisphere averaging perhaps 1°C
warmer than the 20th century.
This period is of particular current
interest because it comprises a
range of climatic variability that
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Climate, Culture, and Complexity

may serve as a useful analog to fu-
ture climate conditions forced by
increases in atmospheric green-
house gas concentrations. Not only
are considerable paleoenvironmen-
tal, historical, and archaeological
data available for this period, but
the relationships between environ-
ment and culture are especially
distinct in prehistoric Southwest
societies.

One aim is to develop a spatial
model of climate in North America
from 850 A.D. to 1450 A.D. and to
relate the results to contemporary
climate. A characterization of
MWP environmental variability
should provide a basis for investi-
gating climate-biosphere-culture
interactions and for assessing the
potential effects of global warming
in North America. A second objec-
tive is to investigate the degree to
which human cultural changes as
revealed by historical and archaeo-
logical evidence can be linked to
changes in the physical environ-
ment. In addition to looking at
systematic interactions during the
MWP, the meeting will also (,OllSld-
er the impact of the environmental
change immediately following this
era which inaugurated the Little
Ice Age. Focus on behavioral
adapiatmns to both low-impact,
infrequent envlronmental changes
and rapid “regime transitions’
should shed lloht on the interac-
tions among comple\ adaptive sys-
tems deuvmo from a wide range of
time scales. It also promises an
empirical basis for evaluating the
consequences of changes in our
current climate in light of projected
greenhouse-gas-induced change. [t
is expected that a proceedings vol-
ume will result from the workshop.

O
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SFI’s research in prehistoric
Southwest culture is leading to a
broader approach that extends
from the origins of human cultural
behavior to state-level societies, in-
cluding an exploration of the impli-
cations for advanced societies of
the findings about simple societies.
This broader-based approach will
involve moving beyond the data
from the Q)OllthFSL which is large-
ly derived from a bupelb suite of
artifacts, to combinations of prehis-
toric, historical, and physical
records from much of North
America (see Climate, Culture, and
Complexity, in this issue) and from
places like the Roman Empire, or
morc modern census records [rom
China and India.

This approach to the evolution
of culture may focus on the study
of the emergence of collective be-
havior from independent agents
whose actions are based on evolv-
ing individual schemata, leading to
the evolution of social structures.
Other important features might in-
clude the unintended consequences
of the actions of independent
agents, incorporation of biological
traits in the models, cultural trans-
mission of traits, the role of migra-
tion and the significance of linguis-
tic diversity, and so on. (It is
important to recognize that the
agents in a cultural model might
not be individuals but might be
larger societal units such as (lans
vﬂlaoos Or eCONOMIc $ectors. ) This
appma(,h will require modeling
platforms, like Swarm, that are
sufficiently general to allow differ-
ent researchers to view these very
different problems.

This work is probably best
done first in a general context, un-
derstanding the problems at a gen-
eral-process level, and then pro-

Ql'(‘/(//(////?/ V%)
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ceeding to a more detailed level. A
wmkmg group on the evolution of
culture, formed during a 1993
summer meeting of the SFI
External Faculty, is currently for-
mulating a plan on how to proceed
with this approach.
Complementing this compre-
hensive approach is a parallel ini-
tiative that is focusing specifically
on evolution and learning in mod-
ern organizations. In March 1992
the Institute held a workshop
“Adaptive Processes and
Organization,” co-chaired by
Michael Cohen (Institute of Public
Policy Studies, U. Michigan) and
David Lane (U. Minnesota). Two
broad domains of discussion
emerged, each with rich potential
for further collaboration. The first
centered on models that shared a
common root metaphor of “adapta-
tion as landscape exploration.”
Several participants interested in
these landscape models found it
promising to explore their common
fascination with technological inno-
vation in economies. Levinthal and
Kauffman may work along these
lines. Introduction of I]ebblan
rules into economic and political
landscape models, suggested also
by Gérard \Velsbuch., turned out to
be quite interesting to both Axelrod
and Levinthal. The second, some-
nmes referred to as the ‘structural-
ist” concern, centered on how mul-
tiple agents interact to give rise to a
superordinate entity with its own
coherence, that may in turn con-
strain the subsequent actions of the
lower-level agents. Weick, Padgett,
Buss, Holland, and Axelrod are es-
pecially interested in pursuing
questions about the emergence and
persistence of organizational enti-
ties. Their empirical work involves
systems as diflerent as aircraft car-
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rier crews, state organizations in
Furope such as the Medici in
Florence, and multicellular organ-
isms.

It has been noted that in the
real-world, high-technology firms
do not operate according to the
classical theory of the firm (echoing
much of Brian Arthur’s work on
why knowledge-based companies
respond to markets differently than
resource-based companies). SFI
plans to further consider these
modern innovative enterprises,
which are examples ol rapidly
evolving complex adaptive systems
and may be particularly amenable
to study. Specilic topics may in-
clude research into the relation of
selection pressures to the evolution

of an organization, particularly be-

cause selcctlon pressures on indi-
viduals within firms can vary sig-
nificantly from selection pressures
on the firm itself; here there are ob-
vious parallels with biological com-
munities and ecologies. T}]IS work
could shed light on our under-
standing of why modern organiza-
tions seem to break so catastrophi-
cally.

Possible case studies may be
evolution and learning in govern-
ment bureaucracies; (llanoe in mil-
itary organizations, whlch tends to
be introspective because it involves
formal analyses of failures and suc-

cesses; and perhaps the study of

university organization. A seg-
mented approach might be appro-
priate, one that would be specific to
corporations and other organiza-
tions by class but that would then
include cross-organizational as-
pects.
Gell-Mann have agreed to co- chair
a founding \VOlkshop on adaptation
and learning in modern organiza-

tions in the fall of 1993. O

Kenneth Arrow and Murray .
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Understanding Scaling Phenomena

Scaling is a natural theme for
the Institute since some manifesta-
tion of it occurs in many of the
complex phenomena currently be-
ing investigated in its various pro-
grams. Indeed in many of these
areas, phenomcnologlcdl scaling
laws pu)vu,le the only quantitative
means for organizing the “data,”
thereby allowing some sense of “or-
der” or “coherence” to be brought
to the “system.” The response 0[
anv such complex system to a
change in scale typically reflects
some deep underlying features that
are often independent of its de-
tailed dynamics or the model used
to describe it.

Many researchers presently in-
volved with the SII have, at vari-
ous times, explored aspeets of scal-
ing wnhm the context of their own
[wld Such scaling phenomena oc-
cur over a wide and ubiquitous
arca ranging from biology and eco-
nomics to classical nonlinear phe-
nomena (under the guise of frac-
tals, chaos, self- bumlaulv and the
111\(‘) and quantum field theory. An
initial SFI workshop in this field
took place in 1991 when Philip
Anderson and Sidney Nagel co-or-
anued an uneldlsupllnalv meet-
ing [ocusing on sell-organized criti-

alllv \‘0“ Geolf West and
\/[uuav Gell-Mann plan to estab-
lish a program in scaling.

Classic examples of scal ing in-
clude Pareto’s law in economics,
Zipf’s law in linguistics,
Barenblatt’s problem in ch[[usmn
processes, Wilson-Kadanofl scaling
in phase transition, asymptotic
freedom and the unification of all
forces in elementary particle
physies, and the evolution of the
universe since the Big Bang. The

scaling phenomena associated with
these sorts of problems are closely
related to problems of pattern for-
mation in systems such as
snow(lakes and earthquakes, river
flow and the formation of land-
scapes, and the crucial concept of
self-organized criticality. It ex-
tends, for example, to fundamental
e(,olog_,lcal questions as to how the
leaf-level processes of photosynthe-
sis and respiration might scale up
to provide a better undemmndmo
of global atmospheric trends.
(renmallv speaking, Scalmg up
from the small to the large is usual-
lv accompanied by a (]1(1110(‘ from
simplicity to complexity; val(dll\'
this occurs while maintaining cer-

Generally speaking, scaling
up Sfrom the small to the large
is usually accompanied by a
change from §unplwz(y to
complexity . .

tain fundamental or rudimentary
elements of the “system” invariant
or conserved. We see this in archi-
tecture and engineering, in the var-
ious physical Taws of nature and,
most dramatically, in biological
evolution itself. Pellmpe all of
these phenomena and trends have
some sort of unilied description
and mathematical origin.

A possible l)(lld(llﬂlrldll( struce-
ture for discussing some of these
questions within a general frame-
work is one that has arisen in the
context of understanding scaling
phenomena in quantum field theo-
ry and statistical physics. The an-
alvtlt technique developed there is
called the renormalization group; it
is a rather powerful and general
one and, like old-fashioned classi-
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cal dimensional analysis, it has po-
tentially important applications in
all areas of science beyond the
original confines where it was dis-
covered. It has a precise formula-
tion and, consequently, precise
quantitative statements concerning
scaling in both elementary particle
physics and phase transitions phe-
nomena in statistical mechanies.
FFor example, anomalous dimen-
sions and the consequent power
law behavior that appear in this
context are quite analogous to frac-
tal or Hausdorf dimensions that
occur, for example, in classical
complex systems. The response of
such systems to a probe (whl(l
measures and quantifies its size,
shape, and tempero-spatial struc-
ture) has much in common with
sell-similarity. This suggests that
there may well be an underlving
general unified approach alono
these, or analogous, lines to a vari-
cty o of se aling phonommla occurring
In many leC[SC arcas. Some obvi-
ous questions that this line of
thought raises are: Are there gener-
alizations or analogues to the con-
cept of a strength of “interaction”
(be it in particle physics, molecular
biology, economics, or the structure
of ldn"uane) that changes. or
evolves, depending on the scale
used to measure it? Are there “ef-
fective degrees of freedom™ operat-
ing in such systems? Are there
analogues to logarithmic scaling
laws rather than the conventional
power law behavior?

A program devoted to under-

standing scaling may provide a=™

unifying intellectual structure for
crossing some of the boundaries
between programs and creating a
common language. O



Project 2050: Transition to Sustainability

Project 2050 is a collaborative
effort involving SFI, the World
Resources Institute, and the
Brookings Institution to address
the very hard question of how we
can achieve a sustainable exis-
tence on this planet by early in the
next century. Project 2050 will
develop new techniques for mak-
ing an integrative analvsis of this
issue u%ing a Combination of alter-
native “visions,” base studies, sce-

nario (](,\’(‘,]OI)IHGI[L and computer

modeling.

Rob Coppock is director of this
four-year project which is support-
ed ])v funding from the John D.
and (,,‘alhclme T. MacArthur
Foundation.

The term “sustainable develop-
ment” was brought into common
use by the 1987 Brundtland Com-
mission report. The Commission’s
definition of the term—meeting the
needs of the present generation
without compromising the ability
of future generations to meet
theirs—has been a powerful con-
cept for focusing global attention
on the need to integrate environ-
mental stewardship and economic
development.

Making the concept of sustain-
ability precise, however, has proven
difficult. At least some resources
must be consumed in meeting to-
dav’s needs, and the needs of fu-
ture generations can only be esti-
mated. What, then, constitutes a
sustainable societv? What time
frame should be considered? What
indicators tell us whether or not we

« are moving toward sustainability?

What are the strategies and actions
that would get us there?

A number of related efforts are
interwoven within Project 2050 to

address these questions. One ma-
jor activity includes the develop-
ment of an information base. This
includes undertaking a series of
studies to develop quantative char-
acteristics of sustainability; exam-
ining a series of cross-cutting issues
like information svstems, gover-
nance, and economic development;
and developing innovative comput-
er-modeling techniques. In this
last area, of course, SFI has special
expertise. In June of this year a
small workshop was held at the
Institute to continue brainstorm-
ing, begun last fall, about how to
(onnuct CLAW—* (,d‘lldc Look at
the Whole” models. Another meet-
ing is planned next spring.

Since many of the linkages
among topics in the 2050 PIOJE‘L[
involve a large number of elements
and masses of data and many are
nonlinear, the Institute’s work in
simulations involving artificial
worlds is especially lelevmt ()ne
such artificial world is ECHO,
general-purpose modeling plal[onn
designed by John Holland and be-
ing developed at the Institute.
ECHO is designed to capture many
of the features of modcls used by
economists, evolutionary l)lolomsts
and eCOlOOlstq as al)slldctlous ol
real- “011(1 systems. As part of
Project 2050, graduate student
Terry Jones and External [Facaley
member Stephanie Forrest are cur-
rently developing ECHO as a gen-
eral software tool. Among the ap-
plications being considered for this
platform, once developed, are mod-
eling the population levels of intro-
duced species in Hawalii, and mod-
eling observed changes in desert
(‘u)loov under e\pellmenlal condi-
tions. Jones is right now looking at
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speciation in this model. Some of
the questions he is asking are:
When does speciation happen?
How long does it take? With what
frequency? ls geographical isola-
tion required for speciation? llow
does the 'CHO model relate to the
real world in terms of speciation?
Once speciation occurs, do the re-
productive barricrs between species
persist—do the new species tend to
diverge genetically, or do they hy-
l)udl/e7 How docs the mate recog-
nition algorithm affect specmtlon?
Do we see something akin to punc-
tuated equilibrium? Is the model
close enough to the real world that
we should expect to sce that sort of
thing in the first place? Does
phvletic evolution ever get us any-
where? Is there anything analo-
gous o species sorting? llnall\ is
there a mcamnrrful anaIOO\ in
[FCHO between economic an(l re-
productive adaptations to that in
the real world?

Another general-purpose mod-
eling plal[oun under (l(*vclopment
at SFI that will be used in Project
2050 is Swarm, a svstem designed
for capturing the interactions
among a large number of indepen-
dent agents. The environment is in
part determined by the agents, and
therefore is modified as a result of
their interactions. Swarm is being
designed for modeling applications
as diverse as ecology, economics.
and the evolution of human cultur-
al behavior. (For further discus-
sion of ECHO and Swarm, see
“Computational Platforms™ in this
issue.)

The human response to global
changes in climate, population,
economic situations, and other as-
pects of the environment is condi-




tioned by cultural tendencies of
belief and action. How cultures
evolve thus plays a powerful in
role in how—or if—we arttain sus-
tainable development. This is the
basis of a project led by External
Faculty member Gérard Weishuch
which explores the dynamics of
cultural evolution induced by and,

in turn, affecting changes in envi-
ronmental conditions. In one

model being studied by Weisbuch,
Guillemette Duchateau and
Valerie Grermillion, neural network
agents (]ll(,llVl(lUcl]S./ firms, and
governments) choose actions
based on their predictions about
the future state of the world.
Operating on past experience, in-
formation from other agents, and
their own interests, agents learn
about their environment and its
likely patterns while simultane-
ously affecting it. The role of cul-
tural dlﬂelen(e government and
economic m[luemes/ and the in-
formation that results in response
to environmental change is being
explored using these models. One
major question involves the effects
of information broadcasting—ad-
vertising, propaganda, education,
opinion—on the dynamics of cul-
tural evolution. Another explores
how the interactions of resource
depletion, technological efficiency,
investment, and population can
help define sustainability as well
as attain it,

In another 2050 modeling pro-
ject, Robert Axelrod at the
University of Michigan is develop-
ing a simulation model to account
for the emergence of new political
actors. One ol the main probl(‘mg
to attaining sustainability is the
so-called Uaoed\/ of the commons.
The tragedy of the commons arises
when many independent actors

(people, villages, states, or what-
ever) each “over graze” because
there is no mechanism to enforee
the collective interests of all

against the private interests of

6dLll. This leads to resource de-
pletion, elimination of biodiversi-
ty, overpopulation, war, and other
major social problems. A major
route to the prevention of this sit-
uation is the emergence of a polit-
ical actor based upon the organi-
zation of previously independent
actors. Todav we have actors at
the national level, but we do not
have very effective political actors
at the transnational level to regu-
late resource use at the global
level.

Political scientists have a vari-
ety of theories to analyze the
emergence of new polmcal actors,
but as yet, they do not have any
formal models that account for
this emergence endogeneously.
Axelrod is developing a simulation
model that takes as given the exis-
tence of lower level acrors, and
generates higher level actors [rom
the interactions among them. His
criteria for a new pohtl(dl actor

are subordination of members of

the group; collective action; and
recognition by others of the group
as an actor. A minimal goal is to
provide an existence proof, that is,
to show that a set ol rules about
individual choices along with set
of rules about the physical world
can lead in a natural way to a set
ol actors forming themselves into
a group that meets the criteria for
the emergence of a political actor
at a higher level. A maximal goal
is to understand the condition un-
der which new political actors not
only emerge, but are able to solve
joint problems such as common
defense and sustainable growth. O
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Recent Awards

Peter Schuster

is a 1993 recipient of the
Austrian Medal for Science and
Arts for scientific achievements
in theoretical chemistry and bio-
chemistry.

George Gumerman

has received the Society for
American Archaeology’s
Distinguished Service Award,
presented for “contributions to
archaeology through research,
teaching and service. These con-
tributions include participating
in the establishment of a cultural
evolution program at the Santa
Fe Institute.”




Cortical Plasticity in Human
Development: Is There Reason for an
Optimistic View?

Work on understanding the
complexities of the brain is pro-
ceeding on several [ronts at SFIL.
The study group on theoretical
neurobiology., now two years old,
met this summer o explore how
the central nervous system be-
comes organized to be both [lexible
and robust. Added to this is a new
rescarch initiative in which re-
searchers are looking at brain de-
\7010})1116111 and memory organiza-
tion within a (0111[)](%\ systems
perspective.  One aim is to ecstab-

“lish whether recent discoveries of

cortical malleability warrant a new
look at learning and rehabilitation
of human infants and adults.

In May George Cowan and Bela
Julesz co- chaired a workshop that
brought together participants from
a variety of fields and research cen-
ters to seek new evidence of brain
plasticitv. Discussions covered the
development ol the cerebral cortex;
cortical topographic OIganuatl()u
and reorganization; activity-depen-
dent processes; memory consolida-
tion; behavioral plasticity; develop-
ment of higher functions; and
rehabilitation.

Participants considered new
evidence of brain development and
sensory processing, among which
are evidence of dynamic reshaping
of the somatosensory and visual
cortex; textual learning and
Hebbian chain-formation in early
vision: the role of sleep in memory

- consolidation; and constraints on

pla%ticitv of higher functions. The
emerging new principles should
help us better understand the
mechanism of learning and memo-

rv and the dvnamics of nervous
system disorders. The general
principles of strengthened intracor-

tical interactions via a cascade of

local connections and the filling in
of weak gaps by strong, suuouud—
mg lLllVllV llIll[le the various 10[)—
ics. Equally important, these prin-
ciples suggest new techniques in
rehabilitation, such as enhancing
certain circuits and diminishing
others.

[t is presently planned that a
proceedings volume from the work-
shop will be available in 1994,
The book promises to be unique
because it joins basic research with
the work of rehabilitation, present-
ing experimental work from re-
searchers [rom sensory, visual, and
auditory fields using all accessible
techniques in anatomy. physiology,
psychophysies, behavioral meth-
ods, linguistics, and modeling. O

Simplicity
and Complexity
in the Arts

To what extent does the process
of composition in the arts function
as an evolving complex adaptive
system, one in which random vari-
ation and selection play significant
roles? This was one of the ques-
tions recently discussed by a small
working group as it considered
plans for a full-scale SFI wmkshop
on simplicity and complexity in the
arts.

The core group participating in
the one-day meeting in April con-

FALL 1993

11

sisted of poets Alice IFulton and
Marcia Sourhwick, the visual artist
Hank DeLeco, and SFEI rescarchers
Charles Bennctt, Murray Gell-
Mann, John Holland, and Seth
Lloyd. Southwick and Gell-Mann
were the coordinators.

The session started with pre-
sentations by the SFI scientists on
the meaning of simplicity and com-
plexity and on the properties of
complex adaptive systems, with
some remarks about po%1ble con-
nections with the arts. The artists
responded with discussions of the
process of creation and of the evo-
lution of individual work and the
work of schools and movements. A
number of questions arose. How
much of the process of creation is
conscious? Should the element of
intention or direction be treated
merely in terms of selection pres-
sures or as affecting the scarch pro-
cedure itself? low are random el-
ements introduced? In what wavs
do “frozen accidents” generate
emergent regularities in form and
content?

Theory compresses into brief
laws vast, even indeflinitely large
bodies of data. Can artistic expres-
sion be compared to theorv? Can
works of art be regarded as com-
plebbmg aspects of expulul(/e into
brief statements (or images, musi-
cal passages, metaphors, etc.)? If
$0, is it possible to analyze that
process? What is the relationship
between abstraction and simplicity
or complexity?

The core group plans to con-
vene a workshop in the fall of
1993, with a more formal agenda
and a broader range of partici—
pants, including artists and scien-
tists from fields not so far repre-
sented, such as architecture, prose
writing, music, and biology. O






FEATURES

AT SFI WORKERS ARE DEVELOPING A SET OF COMPUTATIONAL PLATFORMS
THAT WILL HELP SPEED THE PRODUCTION OF USEFUL SIMULATIONS
AND MODELS FOR A VARIETY OF COMPLEX SYSTEMS.

COMPUTATIONAL
4 PLATFORMS:

SETTING THE STAGE FOR
SIMULATION

SWARM and ECHO: Building the Basic Tool Kit

Scientists involved in creating
computer simulations of complex
adaptive systems know it’s a
painstaking, complicated process
that not only requires setting up
the parameters of the research but
working out the required computer
codes. At SFI workers are develop-
ing a suite of general and specific
computational platforms that will
allow researchers and applications-
oriented developers to accelerate
the production of usable simula-
tions and models of a variety of
complex systems. “We are basical-
ly providing people with a user
friendly way to access an object-
oriented programming language,”
says Chris Langton, the developer
of the Swarm platform. “We're
trying to provide a library of tools.
That library will be defined in such
a way that it will be easy for people
to add their own tools.”

Platform developers predict
these tools will allow scientists to
spend more time on individual sci-
entific research and make research
results more comparable.

“Reproducibility is not a given at
the present,” says Walter Fontana.

“If everyone built his own comput-
er model this would be almost im-
possible,” he added. “If I am in-
terested in what you are doing and
you hand me a complicated com-
puter code, first of all, the odds
that I will understand it are very
slim. The odds that I am going to
want to understand it are also very
slim because I want to do science
and not spend ten months trying to
understand your code. Ten differ-
‘ent people w 01lx1ncr on ten different
areas could write ten different
pieces of code. It would be a waste
of time.”

Will the use of computer plat-
forms inhibit scientific creativity?
Richard Palmer, for example,
thinks it’s better not to be con-
strained by a particular software
platform. He concedes the estab-
lishment of such platforms will be
useful for those who have “an idea
and want to play with it,” but who
aren’t terribly good at computel
design. But he notes that “once
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you have a platform you try to fit
something into it, you tend not to
think in terms that might not fall
within that framework. People are
more creative if they have to figure
out a platform for themselves that
is suited to their particular project
rather than trying to fit into a gen-
eral framework. I think its healthy
for people to construct their own
systems. One thing it forces you to
do when you are turning a mathe-
matical model on paper into a
computer model is to fill in all the
details.” Palmer, who has devel-
oped a specific stock market model
(see page 18), does think that in-
put, output, and graphical display
packages from general platforms
could help scientists in simulation
programs. “It would be great to
have some packages around that
could be used for different ap-
proaches,” he savs.

The Swarm system, currently
under development at the Institute,
is one of the platforms available for
general-purpose applications.
Swarm allows researchers to con-



duct simulations consisting of large
numbers of interacting objects, or

agents. The common architec-
ture—a “swarm”—refers to large

number of simple agents interact-
ing, whether they are a swarm of
bceb? an ant colony, a flock of
birds, or cars in city traffic.
Agents—with their own internal
data and rules—act by passing
messages back and forth to each
other. The system also provides a
field object to associate the agents
with coordinates in space. The
agents can modify the environment
and in turn their behavior is dictat-
ed by the state of the environment,
providing a feedback loop.

“We are attempting to capture
the architecture in a general-pur-
pose way,” savs Langton. “Then
people modeling insect behavior,
the economy., the behavior of
molecules getting caught up in
complex dynamics, or the evolution
of populations can go to the same
simulator and not worry about a
lot of very subtle computer science
and engineering issues. Lverything
is accessible and reprogrammable,”
he said. “Different levels of users
can implement the system at dif-
ferent levels of sophistication. The
naive user can write his code and
use all the predefined tools. The
more sophisticated user can get in
there, change the way the images
are displaved, and define a new
space.”

Nearly three dozen simulation
projects, at the SFI and elsewhere,
already have been identified as
possible beneficiaries of the Swarm
programming framework. To date,
two working simulations—heat-
bugs and traffic—have been imple-
mented into Swarm.

An artificial economy model
may be a “nice test bed for

Swarm,” savs researcher David
Lane. “The model creates an arti-
ficial world. [t’s designed to de-
seribe what the agents’ interactions
are and let it go. Swarm would
help you watch it.”

The Artificial Economy Project
takes an engineering approach to
the problem of how the economy
coordinates itself as a coherent
whole, with large-scale structure.
The model includes five types of
agents within a closed system. One
firm manufactures machinery,
which is in turn purchased and
used by a second firm to produce a
consumer product. Both firms em-

ploy individuals who use their pay-

checks to purchase the consumer
product. The first {irm employs re-
searchers (o design new machinery.
A bank accepts savings from the
workers and the firms and provides
loans. The gross domestic product
can be computed at any time on
the basis of all the interactions.
“All the individual agents are mak-
ing decisions and can learn from
minute to minute,” explains Lane.
“It’s not a global decision-making
process. The individuals interact
within the institutions in the mar-
ket for machinery, consumer goods
and labor. The question is does or-
der and growth emerge? What
kind of COll(llthllb will let the
world grow? Will it get wealthier
or will it collapse?” The simula-
tion looks for global regularities, he
notes. “Can we describe conditions
under which an economy will pro-
duce particular manifestations of
coordination or stability at the
macrolevel that will last much
longer than the micro agents mak-
img decisions?”

The first attempts to imple-
ment the model weren’t successful
because the prototype was “over
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designed” and agent behavior was
too restricted. The researchers
then switched to an object-oriented
version. The Swarm platform
should make experimenting with
the artificial economy simulation
easier. “You can define what
agents are in the svstem,” says
Lane “what properties thev have,
and their modes of interaction.
And you want an experimental in-
terface that allows you to change
things easily even during run
time.”

Another possible application of
Swarm being developed by George
Gumerman is a cultural evolution
model which will observe how cul-
tures change and evolve. “The
simulation will allow researchers to
study how earlier cultures became
more complex, evolved, or col-
lapsed,” says Gumerman. “We
haven’t been very good at answer-
ing thesc questions in the past.”

“We can't experiment with hu-
man societies, especially extinet so-
cieties,” he notes. Computer simu-
lation, however, will help in
determining whether there are typ-
ical processes in evolving societies.
The model will look at earlv cul-
tures of hunters and gatherers, the
simplest societies, from Southwest
Indians to Australian aborigines.
These examples present clans, gen-
der differences, age differences,
and religious societies. “What we
are interested in is how these early
cultures develop, evolve, and
change,” he adds. Gumerman
hasn’t decided which platform will
be best for the project, but says
that Swarm, with its agents acting
on their own rules and forming a
greater behavior, might provide an
appropriate venue.

Another model that may port
into Swarm successfully is an algo-



rithmie chemistry to study biologi-
cal organization being developed
by Leo Buss and Walter Fontana.
This model views molecules as
agents which have a structure and
an action determined by that struc-
ture. When these agents interact
with another agent, new agents are
formed. “The point of two chemi-
cals interacting,” says Fontana, “is
to produce a new chemical, a (alu—
er of new patterns of interactions.”
As a result of two agents interact-
ing a new expression is released
into the system. To keep the sys-
tem constrained, a randomly cho-
sen agent is deleted. Initially al-
most every 1nteraction is
innovative, resulting in a new ex-
pression. Then a variety of differ-
ent combinations start to produce
the same expression. “Construc-
tion permits diversity with more
than one pathway Ieadlno to the
same thing,” notes l‘ontand

The algorlthmlc chemistry
model allows researchers to draw
conclusions about biology through
abstractions from chemistry.
“Porting our model onto the
Swarm platform will give us a se-
ries of advantages,” he said.
“Swarm enables one to expand an
existing model without having to
rewrite major portions of the code.
All vou have to add are the specific
parts.”

As part of Project 2050, Gérard
Weisbuch is developing a model of
a sustainable world that can be im-
plemented on a generic pldlfonn
Such a sustainable world requires a
set population and new technolo-
gies. The agents can be individu-
als, governments, or firms. Their
internal structures are represented
by neural nets. Each agent has a
brain—a neural net—and is able to
learn from past experiences. But

the interests of the agents vary and
interest matrices and neural nets
are further changed by the learning
process. Agents’ decisions are
made based on their interests and
the information received. 1t will be
at least another year before the
model is complete and then more
than likely the model will fit into
the Swarm system, Weisbuch says.
“Swarm is open. It's easy to bri ing
changes and include more agents.’

I(II() a model orlomdte(l by
John Holland, is another generic
platform. It too is based on a large
number of diverse agents with in-
ternal models (rules) that direct
behavior and form an aggregate
behavior. The persistence of any
agent depends directly on the con-
text provided by the rest. The
agents adapt, evolve, and repro-
duce over a geography with differ-
ent inputs of renewable resources
at various sites. Itach agent has
simple capabilities defined by a set
of genes.

“The idea of Swarm is a gener-
al platform for modeling complex
systems,” says Terry Jones who is
working on developing a model of
speciation within the framework of
ECHO. “In a sense ECHO is try-
ing to do the same thing in a less
ambitious way. [t is more rigid
than Swarm. It assumes certain
things about what the world looks
like, what kind of agents interact,
and what happens when they do
interact.’

ECHO has a world with a set of
two-dimensional sites inhabited by
agents, explains Jones. The agents
interact either through combat,
trading, sexual reproduction, or
asexual reproduction. Jones gives
the real-world example of ants,
flies, and caterpillars. The flies Lw
eggs on the caterpillar’s back; if the
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eggs aren’t eaten by nearby ants,
the fly larvae eventually will eat
the caterpillar. Both the flies and
ants and the flies and caterpillars
have an antagonistic relationship.
But there is a mutualism—a trad-
ing relationship—because the ants
oet food from the caterpillars and
the caterpillars get protection from
the ants.

There are typically a small
number of resources, three or four,
in ECHO’s world. In order to re-
produce, an agent must acquire
enough resources. The agents also
require resources to pay a tax.
“You can’t stay alive without ex-
pending energy at some rate,” says
Jones. “And, if an agent gets
charged a tax he can’t pay, he is
considered bankrupt and essential-
ly is taken out of the world. The
resources are returned to the envi-
ronment.” Reproduction of the
agents is based on genetic algo-
rithms. Eleven genes determine
various characteristics of the
agents such as their ability to fight,
who they will mate with, and their
defense and trading strategies. All
are subject to genetic mutations
and crossovers.

Jones predicts ECHO will serve
as a platform for biology, ecology.
and perhaps economics. He per-
sonally is working on a speciation
model. “The most widely held be-
lief about speciation is that vou
need some type of geographic iso-
lation dividing populations in the
species,” he notes. “Another theo-
ry is that speciation can occur
within a population without sepa-
ration.” The modeling project will
look at when speciation occurs, the
time it takes, the frequency, and if
geographic isolation is required, he
said. And, if speciation does occur,
do the reproductive barriers be-



tween species persist? “It will be
interesting to find out how specia-
tion happens in this model,” Jones
says. “It should be of interest to
biologists and perhaps could be ap-
pllcal)le to the real world. The
hope is that an economist, ecolo-
gist, or biologist can come along
md start to do realistic modeling in
ECHO without being a computer
programmer.”

Chris Langton concurs. “What
computers do for science is they of-
ten turn good scientists into bad
programmers,” he argues. “There
are an awful lot of scientists who
spend a good deal of their careers
wa]lowmg around in really bad
code and not really getting what
they want out of the computer. To
do a really good job at whipping
out some rea]lv good and efficient
simulation, you have got to master
a lot of computer engineering as
well as mastering whatever special-
ty you are in. Most scientists just
haven’t had the proper training in
how to write a good efficient bit of
code.”

The Swarm and ECHO plat-
forms should go a long way toward
helping researchers do good science
without the hindrance of bad code.

O

Linda Little is a freelance sci-
ence writer based in the Dallas
area.
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i ;A Proto-History: A Set of Snapshots
: 1 Agents randomly arranged on the “sugarscape.”

il 2 Goalseeking behavior of agents leads them to the sugar

|| mountains.

3 On the mountains the agents interact only with neighbor-

SW.

distinct.

ing agents and the mouniains start to become culturally ho-
mogeneous—dark greys in the NE, medium greys in the

4 Cultural homogenization nears completion as the last
dark grey agent in the SW is converted to medium grey.
The civilizations are completely segregated and culturally

5 As the societies prosper they undergo population
growth, taxing the r

tains. With resources scarce some agents begin foraging in
the inter-mountain area.

ited resources available on the moun-

6 The medium grey forager encounters the dark grey tribe

and engages in either economic frade or combat.

SOCIETY ON THE SUGARSCAPE

The unequal distribution of

wealth, epidemics, civil violence,

issues. Can such important collec-
tive behaviors be made to emerge
from the interaction of individual
agents obeying simple local rules?
And, if so, how do changes in the
local rules alter society as a whole?

Complexity researchers Joshua
Epstein and Robert Axtell

" (Brookings Institution) have devel-

oped Artificial Social Life (ASL), a
computer simulation that may give
insight into these and other social
questions. The development is
part of Project 2050, a joint ven-
ture of the Santa Fe Institute, the
Brookings Institution, and the
World Resources Institute. “We are
confronted with ‘already emerged
complex systems’ such as
economies, ecosystems, epidemics,
social revolutions, arms races, and
wars,” comments Epstein. “Can
we decode these collective struc-
tures and uncover simple local
rules that would generate them?”
ASL simulates the interaction
of adaptive agents that search for
food and can mate, form groups,
fight, trade, and transmit cultural
attributes (e.g.. tastes). Lvents un-
fold on an artificial resource topog-
raphy—a sugarscape. Sugar can
be eaten, stored indefinitely, and
traded. There are sugar mountains
separated by a sugar lowland, all
surrounded by sugar badlands.
Agents come into the world ran-
domly distributed on the sug-

arscape with randomly distributed
traits. Some of these (e g., vision,
metabolism, and sex) arc fixed for
each agent’s life; they're “genetic.”
Others (e.g., tastes, or group mem-
bership) can change through social
interaction and are interpreted as
“caltural.” In the simplest version,
there is only the behavioral rule:
From all sites within your vision,
find the nearest unoccupied site
with maximum sugar; go there and
eat the sugar. The agent’s stomach
is then incremented by the value of
that sugar, and decremented by her
partmuldl metabolic rate. If the re-
sult is negative, the agent is dead
and is removed from play.
Otherwise, the cycle repeats
through all the agents.

“How rich is the collective be-
havior that emerges under this
simple local rule?” ask Epstein and
Axtell. The basic ecological princi-
ple of carrying capacity—that a
given resource base cannot support
an indefinite number of agents—is
immediately evident. If seasons are
introduced, migrators and hiberna-
tors emerge. But, what about the
explicitly social issue of wealth?
Epstein explains, “We wondered
whether a stationary distribution of
wealth (accumulated sugar) would
emerge and, specifically, whether
the agents would self-organize into
a Pareto distribution,” one in
which a few have a large portion of
the wealth and the many have very
little. “We were shocked to see an
uncanny agreement with Pareto,”

17

Axtell recalls.

The asserted tendency of mar-
ket systems to achieve equilibri-
um—a state in which Supply
equals Demand—is being chal-
lenged by ASL. Epstein explains
that “if individual preferences
evolve endogenously, or if informa-
tion is imperfect, or if space is ex-
plicitly represented, the system can
maintain itself far from equilibri-
um indefinitely.”

He continued, “We have also
grown entire little Proto-histories
of society, in which cultural
groups—Reds and Blues—emerge
from a primordial ‘soup,” and mi-
grate to separate sugar peaks,
where populations grow, forcing a
diffusion back down into the low-
land between the sugar mountains,
where combat, and cultural assimi-
lation (modeled as tag flipping)
perpetually unfold.” One such
Proto-History is illustrated above

Axtell and Epstein hope to
soon provide a version of ASL
with easy to use interfaces with
which to study epidemics, eco-
nomics, ecosystems, international
relations, and civil violence. The
platform will allow scientists to do
their own explorations and tailor
the tools to their own lines of in-
quiry, they said. “ASL permits
the study of society from the bot-
tom up,” Epstein emphasized.
“With artificial social life, we can
explore social behavior that is dy-
namic, evolutionary, and locally
sunple @



Image courtesy of Bloke LeBaron.
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Screen Shot from Simulated Stock Market

Upper left: Actual price of stock.
Bottom left: Number of shares being traded.

Upper right: Current wealth level of traders.
Bottom right: Number of shares held by traders.

WALL STREET IN SANTA FE

One trader in the stock mar-
ket is doing exceptionally well
with a large volume. As the stock
dividends go up, suddenly other
traders attempt to buy stock. The
brokers attempt to comply, but
the orders far exceed the stock

available. Some walk away emp-
ty handed.

The activity in the market has
been busy. And, at the end of the
day the brokers will check profits
and losses. Some will return the
next day, surviving to produce
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new traders. Others will lose their
jobs and disappear.

There are periodic crashes and
bubbles, but mostly the market is
fairly stable, just like Wall Street.
However, the traders in this mar-
ket won't be taking the subway



home. They exist only in the
memory of a NeXT computer—a
part of a computer simulation of
the stock market.

“This model gives us a view
into what learning looks like in a
financial setting,” says Blake
LeBaron. “It repla(cs the idea of
a static, completely efficient mar-
ket that absorbs all the informa-
tion with one in which efficiency
is more of a struggle. We are
looking at that struggle.”

The computer simulation of a
virtual stock market was devel-
oped by LeBaron, Brian Arthur,
Richard Palmer, John Holland,
and Paul Tavler in hopes of learn-
ing why markets behave the way
they do and how traders learn to
make profits. While past models
have been based on deductive rea-
soning, the economic behavior in
this market is based on inductive
reasoning, says Palmer. “This
model has an inductive pattern
recognition approach with com-
peting ideas and hypotheses. If
something works, then it gets
more weight.”

The stock market has a single
stock. There are 100 or so
agents, who can buy or sell the
stock or place money in the bank.
The bank pays a fixed interest
rate.

“If the stock is going to pay
more in dividends and go up, the
agents are better off investing in
the stock,” said Palmer. “But if
the stock is going to crash, they
are better off investing in the
bank. They have to make that
judgment.”

» Similarly to the real stock

market, if there is a high demand,
the price goes up. If not, then the
price comes down.

The agents start off as very

dumb—zero intelligence agents—
with actions controlled by sets of
random rules. Over time they
watch the effects of each of their
rules, their successes and failures,
and start giving the rules that
brought success more weight in
their decision making. Their
learning is reflected in the dy-
namics of stock prices. Since the
traders use the rules to make their
forecasts., when a rule makes
money for a trader, it’s given pref-
erence. There’s never a perfect
rule of behavior and, as they
change, the traders learn better
how to exploit the way the market
behaves, explains Palmer. “They
keep changing and evolving.”
The simulation allows researchers
to examine the individual traders
and what makes them successful.

Through genetic algorithms
they replace rules with more in-
ventive ones or they combine and
cross over rules to make a new
hypothesis. “They are combining
old ideas to make new ideas;
keeping the most successful rules;
and oetrmg rid of the least suc-
cessful,” notes Palmer. “So we
have mutation, recombination,
and selection as the way that most
of our agents form their hypothe-

It’s not a static situation.”

“There are moments of insta-
bility,” says LeBaron. “But it’s
fairly orderly.”

The researchers can change
the number of traders, their rules,
the money they have to Work
with, the price of stock, and any
number of variables to determine
trader and market reaction. The
researchers can remove an agent
from the market for a period of
time, but when the trader is rein-
troduced he is playing by old
rules. “When that agent is put
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back into the market, it doesn’t
do well at all,” says Palmer “The
simulation has gone on and the
other agents hcwe learned more.
The Ielnuoduced agent is still
adapted to another time and
place. What was good then
doesn’t work now. The whole be-
havior has moved on, the market
has changed, and the agents are
more sophisticated.”

And, just as in the real mar-
ket, the less knowledgeable agent
will be exploited by the others.
“We can put in a mixture of
agents; typically one type will do
better than another type,” says
Palmer. “In a mixed market the
smart agents can learn to exploit
the mistakes of the dumb ones.”

Traders that are found to be
successful and have the highest
profits survive and reproduce with
other successful traders. The
children will benefit from both
parents’ knowledge and successes.
But because the chromosomes are
recombined, the children’s trading
techniques will be new and differ-
ent from the parents.

The model includes a variety
of graphic tools for studying its
behavior. All the characteristics
of this artificial economic world
can be displayed graphically, in-
cluding the traders’ holdings of
shares, their wealth levels, their
trading rules, the dividend histo-
ry, the price history, and the bal-
ance of bids and offers.

This simulation of a stock
market should give insight into
the workings of Wall Street and
trading behavior in general, says
LeBaron. “This is one of the
clearer areas where behavior is
easy to study.” O

Linda Little



Mesopotamian scholar Norman Yoffee

considers what archaeologists and complexity theorists

may be able to teach each other and how the result could lead

to new thinking about the evolution of culture.

What Does

Archaeology

Have to Do with
Complexity Theory?

(This letter is a synopsis of a chapter to appear in Evolutionary Approaches
to Southwestern Prehistory edited by Murrary Gell-Mann and George Gumerman.)

Dear Murray:

Since [ came to your 1992 con-
ference “Adaptation and
Organization in the Prehistoric
Southwest” as a minor member of
a working group, I was quite sur-
prised when George asked me to
write a “commentary” chapter for
the volume. Of course, I recog-
nized the syndrome: find an out-
sider to keep the Southwest experts
honest and make them speak to a
larger audience than their own
brethren and sistren. Outsiders are

e —
Chaco Canyon, Laury Alexander, JLLA Photo/Design.

also thought to be able to identify
areas of disciplinary biases that are
less visible to the assembly of initi-
ates. I'm writing this memo to
you, Murray, because, having been
assigned my present role, I've got
more than the usual discussant’s
problems and I think you’re just
the person to help me. After all,
you're an outsider yourself to
Southwest archaeology (although
you know a lot, according to the

THE BULLETIN OF THE SANTA FE INSTITUTE

20

insiders) and yvou're a REAL com-
plexity humanoid in a conference
that purports to consider what is
“complex” about the Southwest
and what such a designation might
mean for future research.

My problems concern what 1
think might be some misunder-
standings between the SFI com-
plexity folk (mainly Stu Kauffman,
Chris Langton, and perhaps your-

~

1



Figure 1. (left) Possible
Evolutionary Trajectories

Figure 2. (right) Evolutionary
Step-Ladder

self) and the collected Southwest
archaeologists; on a more pes-
simistic note, I'm worried about
one of the assumptions of the con-
ference: if Southwest archaeologists
can only learn about “complexity”
from the SFI experts, they will be-
come better archaeologists. T write
this memo, then, presuming that
you'll tell me where I'm off base on
how the SFI investigates “complex-
ity” and also whether my own no-
tions of complexity in archaeology
are of any interest to the gurus at

the SFL.

Complexity and social
evolutionary theory

The term “complex society”
has become extremely fashionable,
starting in the 1960s, to describe
those socially and economically
driven societies in which there is a
politically centralized governmen-
tal system, namely states, or to
those societies that were on their
way to becoming states (usually as-
sumed to be “chiefdoms™). One
thus spoke of the “evolution of
complex societies” or the “evolu-
tion of social complexity,” while
the study of hunter-gatherers and
early agricultural societies (“mid-
dle-range societies”) was marked
off into a different domain.

It has been observed, however,
that hunter-gatherers never lived in
a Rousseauian, egalitarian state-of-
nature; indeed, archaeologists now
write about some Paleolithic and
Neolithic societies as “complex.”
Furthermore, as archaeological
skills in research design and recov-
ery have improved and archaeolog-
ical data have accumulated mas-
sively, especially with new
quantitative and high-tech analy-
ses, it is far from simple to inter-
pret any archaeological remains.

“Big” pit-house villages in the
Southwest, for example, present
complex problems of digging, iden-
tifying formation processes, classi-
fying data, and understanding an-
cient lifeways—of a score or so of
people. It seems thus that com-
plexity of modern recovery and
analysis have become a shorthand
for complexity of ancient social or-
ganization.

In the Southwest, [urthermore,
in the last decade, the classic inves-
tigations of modern puebloan soci-
eties that were used to model an-
cient pueblos have been heavily
criticized. The understanding in
these earlier studies was that the
nature of the kinship system more-
or-less accounted for the (limited)
kinds of economic and political
stratification  in  pueblos.
Southwest societies (ancient and
modern alike) were not “complex,”
i.e., states or on the way to becom-
ing states. That model was initial-
ly attacked by Cordell and Plog
and now it is generally accepted
that ancient Southwest societies
(especially Chaco, Hohokam, and
Casas Grandes) were more “com-
plex” than modern pueblos.
However condescending (among
other things) to modern puebloan
peoples this revisionist view is, the
Southwest has clearly joined in the
archaeological trend toward “com-
plexity inflation.”

I think you can see from this
brief discussion, Murray, that
Southwest archaeologists brought a
lot of baggage with them to the
conference on “Complexity in the
Prehistoric Southwest” at SFI. If
vou SFI types were only dimly
aware of why some Southwest ar-
chaeologists had so much invested
in the concept of “complexity,” it
was equally apparent that the
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Images by permission of Norman Yoffee.

Southwest archaeologists had only
dim notions of what you mean by
“complexity.”

What you may not realize,
however, and what several of the
Southwest archaeologists at the
conference seemed to have missed,
is that those of us who investigate
ancient states have been talking
your language (but with a different
lexicon) in recent years. We're well
past the idea that there were “con-
trol mechanisms” in ancient states,
or that we can draw flow diagrams
of neatly boxed social institutions,
or that ancient states are homeo-
static systems. Rather, ancient
states are messes, filled with insti-
tutional struggle among classes and
ethnic groups and there is conflict
within such groups, too. Leaders
half-understand what’s happening
in their societies. Bureaucracies
consist of a mixture of patrimonial
retainers and those recruited by
ability. Finally, in ancient states,
long-term stability is sacrificed reg-
ularly for short-term gain; against
an old image of timeless rule by
beneficent kings who are toppled
by victorious barbarians or more
militaristic neighbors, we now in-
vestigate internecine strife, the cre-
ation of wealth and misery, faction-
al solidarities, and environmental
degradation (in no particular order
and sometimes all at once).

However, not only are ancient
states and civilizations “complex
systems,” so are all human societies
playgrounds for social negotiation,
for the empowerment of the few,
and in which the parts remain far
from some equilibrium with each
other and their environment. In
terms of SFI, thus, it is perfectly
clear that all human social systems,
from Paleolithic hunter-gatherers
to states are complex systems.



Toward a theory of
relativity of complex
social systems

Now that I hope you and I are
agreed that Southwest prehistoric
societies are (1) complex systems
and (2) by that designation we
know dbsolutely nothing more
than we did before havmo de-
clared them “complex,” we need
to get to the real work of social
complexity theory. Are some soci-
eties more complex than others?
[n what ways can we measure
complexity? Why are there differ-
ent kinds of socially complex soci-
eties? And, is there a theory of
relativity of social complexity that
can fall within the kinds of phe-
nomena SF1 is interested in?

At the SFI conference (vou’ll
recall), I distributed a draft of a
paper entitled “Too Many
Chiefs?” from which I wish to ex-
tract some points that relate to the
above questions. The main pur-
pose of Figure 1 is to offer an al-
ternative to the well-known stage-
level, step-ladder model (rmule
2) of social evolution. Figure 1 is
meant to imply that not all human
societies fall along one continuum,
in which lower-rung examples
(like modern pueblo societies)
have failed to progress to the top
of the ladder (as Figure 2 im-
plies). Although I cannot pause
here to discuss other implications
of the diagram, I do wish to note
that it does not claim that there
are only four ideal (and epigenet-
ic) types of societies, that social
and economic political relations
are fixed with a type, and that
change within a type must occur
in all relations at the same time
and in the same direction.

What I do hope the diagram
shows is that modern (ethno-

graphic and ethnohistoric) “chief-
doms” may not be good models
for those societies that plecoded
states in areas of the world in
which states evolved. (Of course,
chiefdoms could become states
through contact with states, as the
arrows in the diagram indicate;
contact with big states might also
reduce small states to chiefdoms).
From our conversations in Santa
Fe, I know you can see exactly
whv Figure 1 should be of interest
to SII theousls of complexity: it
implies that there are different
trajectories (or pathways) in social
evolution and that, by identifying
differing initial conditions (in the
time of “bandishness”), we might
predict (or, more modestly, begin
to understand) what distinguish-
ing qualities there are among the
various trajectories.

Hallpike’s distinction between
“complex” and “complicated”
provides a good beginning to de-
scribe the differences between tra-
jectories to states and other evolu-
tionary trajectories. “Complex
societies” (sensu Hallpike) are
those with various parts that are
both interconnected and with sig-
nificant degrees of economic in-
equality and subordination; social
groups maintain separate identi-
ties and political rules and full-
time specialists are developed to
manage their interaction.
“Complicated societies” are those
in which social groups looks much
like one another and, consequent-
ly, the societies are “mixed up”
and “involved.” Naturally, in the

SFI and anthropological views of

"

“complexity,” we must amend
Hallpike: all human social interac-
tions are “complex” and different
evolutionary trajectories simply ex-
hibit different kinds of complexity.
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The future of complexity at
the SFI

While it’s obvious, Murray,
that the term “complexity,” as a
category that has been used in
studies of the prehistoric
Southwest, must be unpacked, I
think it’s also clear that the scien-
tists at the SKI can benefit from
an intensified program in social
evolutionary studies.
Archaeologists—trained to identi-
fv connectedness in social institu-
tions, to measure patterns in social
organizations and how these
change over time, to delineate the
feedback between “natural” and
social environments, and to op-
pose reductionist formulas that ig-
nore sources of variation—can
contribute much to the general
studies of complexity at SFI.

Reading the conference papers
on Southwest prehistory from my
high perch as a Mesopotamianist,
it seems apparent that a social
theory of relativity is critical and
that we are poised at the edge of a
rapid transition in our ability to
construct it. The dynamic system
of self-organized archaeologists
exhibits the emergent property
that arises from locally interactive
schemata in which we can disar-
ticulate kinds of complexities,
speak clearly about the need to
study initial conditions, and so ex-
plain the data in its different out-
comes—outcomes that are not
themselves ends, but part of his-
torically contingent and continu-
ous processes. Of course, some
ideas are [itter than others. Over
to vou, Murray. O

Norman Yo offee is Professor and
Chair, Dept. of Near Eastern
Studies, and Curator of Archaeol-
ogy, Museum of Anthropology,
University of Michigan.
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The impact of the CSSS now extends to students

working in a broad range of fields beyond physics and math.

FFaculty member David Campbell reflects on the changes in the school from a six-vear perspective.

\NO

nlinea r
Sclence Redux:

The 1993 Complex Systems Summer School

hen the idea of a
“Complex Systems
Summer School” was first
discussed at the Santa Fe Institute
back in 1987, I was among its
\ strongest advocates, so I was both
pleased and honored to be asked
by Dan Stein to present a set of
lectures on an “Introduction to
Nonlinear Science” at the first
Summer School six years ago. 1
was also honored—but less
pleased—when it appeared that |
would be asked to organize the sec-
ond summer school. Fortunately
for me (and for the summer
school!), Erica Jen and then in sub-
sequent years Dan Stein graciously
and generously stepped forward to
take responsibility. IHence when
Dan and his co-director Lynn Nadel
approached me last fall with the
mission to “redo” my lectures for
the 1993 Summer School, a sense
of indebtedness (guilt?) reinforced
my natural enthusiasm for the ac-
tivity, and I chose to accept.
Admittedly, another factor in
my decision was the belief that to
“redo” the lectures would simply be
nonlinear science “redux”: namely,
I would dust off the old overhead
transparencies and slides, add a
couple of new references and a
spiffy computer demo or two, and

Pauli:

step once more into the breach. In
the (probably apocryphal) phrase
attributed to the brilliant but acer-
bic Swiss physicist, Wolfgang
“Schoen, aber [falsch

Whereas the class of
'88 was heavily slanted
toward physicists and

mathematicians, the class
of '93 came from a much
broader range of fields,
including business,
economics, biology,

and medicine.

(Beautiful, but false).” My week-
long tenure as a lecturer included
several 2 A.M. “transparency finish-
es,” as | endeavored to meet the
changed requirements of a group of
students with interests and experi-
ences quite different from those in
the first school. In the end,
though, it was an exhilarating, al-
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beit exhausting,, experience.

I cannot resist a plug for the
scientific perspective presented in
the lectures. My thesis was that by
focusing in an interdisciplinary
manner on the “paradigms” of a
new “nonlinear science”—where by
paradigms [ mean common experi-
mental features of nonlinear phe-
nomena, plus the associated theo-
retical concepts and analvtic and
numerical methods—one can ob-
tain insight into problems that
have resisted straightforward disci-
pline-oriented approaches. The
three paradigms I identified and
discussed were (1) deterministic
chaos and fractals; (2) solitons and
coherent structures; and (3) pat-
tern formation, competition, and
selection. In a sense, this view of
nonlinear science can be character-
ized as “complex systems minus
adaptation.” Although quite radi-
cal in the staid environment of the
tvpical university or funding agen-
cy, nonlinear science definitely rep-
resents the conservative wing at the
SFL. Of course, as any conserva-
tive would assert, it therefore must
form the conceptual bedrock on
which the SFI's intellectual agenda
is based!

[In 1988 I lectured only on
chaos and solitons. The subject of



patterns was placed in the very ca-
pable hands of Alan Newell (theo-
ry) and Guenter Ahlers (experi-
ment). Their resulting sets of
lectures, preserved in the 1988
proceedings, are classics. This time
I had to cover that additional ma-
terial myself, and it wasn’t easy, es-
peciallv within the constraints of
five lectures. Given the large num-
ber of students with medical or bi-
ological backgrounds, I de-empha-
sized the (important) subject of
patterns in fluid systems and con-
centrated instead on some new re-
sults—related to the celebrated
“Turing patterns”—on patterns in
a reaction-diffusion equation mod-
el of glycolysis. Judging from the
penetrating questions and consid-
erable follow-up from the students,
the choice was successful.

Reflecting on the character of
the two Summer Schools, 1 think
that the primary change bet\veen
1988 and 1993 was in the nature
of training, interests, and back-
grounds of the students. Whereas
the class of 88 was heavily slanted
toward physicists and mathemati-
cians, the class of 93 came from a
much broader range of fields, in-
cluding business, economics, biolo-
gy, and medicine. Althouﬂh this
breadth of interest enoendeled
some problems related to jargon—
we all cling to our shibboleths—it
also fitted mcelv with my expressly
interdisciplinary approach to non-
linear phenomena.

As one would expect, the ex-
ceptional quality of the students
continues to be a major factor in
the success of the school. But
equally important is the sense of
intellectual community. Although
‘the admissions process was the
most competitive ever, from the
moment the students arrived the

atmosphere was open, nurturing,
and non-competitive: the sense of
sharing and excitement was tangi-
ble. The enthusiasm observed in
previous schools quickly emerged
here, as did the humor and sense of
fun. Given the relative inexperi-
ence of some ol the students with
advanced mathematics, there was a
clear problem in making some of
the more technical concepts clear.
We resolved this difficulty in part
by setting up a system of “math
buddies,” pairing individuals with
sophisticated mathematical skills

Given the relative
inexperience of some of
the students with
advanced mathematics,
there was a clear
problem in making some
of the more technical
concepts clear. We
resolved this difficulty
in part by setting up
a system of

“math buddies”

and advanced knowledge with
those who were less experienced.
Although there appeared to be
some obvious instances in which
criteria other than mathematical
knowledge plaved a role in the se-
lection of a “buddy,” the program
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was nonetheless successful and re-
sulted in greatly “leveraged” in-
struction. It was a real pleasure for
me hearing the concepts | intro-
duced in the lectures being re-ex-
plained—often more clearly—by
the students in their lunch time
and afternoon discussions.

Central to a proper under-
standing of nonlinear science is an
applecldtlon of “experimental
mathematics,” the use of computer
simulations to generate qualitative
insights into analytically in-
tractable nonlinear problems. With
the help of David Mathews and
Scott Yelich, a computer lab was
set up at St. John’s. I ran several
laboratory sessions presenting
demonstrations and problems fo-
cusing primarily on chaotic dy-
namics. (An aside to all you hard-
ware vendors out there—the
number of workstations available
was far fewer than we need for ef-
fective instruction.
equipment for future schools would
be much appreciated.) The limited
number of workstations forced the
students to work in large groups,
but again they made a virtue of ne-
cessity by establishing rules that
the team member with greatest
computer anxiety had to do most
ol the kevbomdmo and that true

“hackers” were banned from
touching the kevboard during the
formal labs. This last restriction
led to some amusing scenes as frus-
trated experts srulot)led to coax,
rather than mtumdate., their less
experienced peers into entering the
correct sequence of commands for
a particular problem.

I'rom my perspective, the most
rewarding aspect of the school was
watching the students’ efforts to
incorporate the new concepts of
nonlinear science and complexity

Donations of

‘ﬁ_



into their own disciplinary frame-
works, seeking examples of the
paladlgms and reinterpreting and
extending their prior understand-
ing. This is an essential part of the
“intellectual technology transfer”
that must take place if nonlinear
science and complexity are to be-
come recognized subjects in their
own right. Among the students at
the school, there were many out-
standing examples of this process
of “integrating” complexity; let me
mention just a few.

Dr. Maureane Hoffman, Chief
of the Hematology Laboratory at
Duke University Medical Centel
recognized from the lecture dlSCllS-
sion 0[ chemical oscillations, acti-
vator-inhibitor mechanisms, and
reaction-diffusion equations that it
might be possible to construct a
detailed phenomenological model
of her novel laboratory results on
in vivo blood clotting. After several
discussions, it appears that this is a
modeling project on which sub-
stantial progress can be made in
the short term and which, if suc-
cessful, could have a tremendous
long-term impact on the field, not
least by reducing the number of
live animal experiments needed to
verify certain hypotheses.

Another medical problem, dis-
cussed by summer school partici-
pant Dr. Carrie Merkle of the
Department of Physiology in
Arizona, involved blood [low in
(minute) renal capillaries. Given
the non-Newtonian nature of the
flow and the complications of the
deformable capillary, it seems like-
Iv that at the moment one can only
look with wonder at beautiful com-
plexity, in the colloquial sense, of
the sudden switching of the direc-
tion of flow in the ‘h "-crosslinks
between capillaries. Nonetheless,

the intriguing connection with
(possibly) chaotic temporal dy-
namics suggests a more careful
look.

From the general discussion of
testing limiting cases and asymp-
totic behavior, Andreas Wagner of
the Biology Department in Yale
recognued that a particular hy-
pothesis he wished to test concern-
ing a complicated biological net-
work could, in fact, be tested by
reducing the model to its simplest
case.

Finally, Afshin Goodarzi from
NYNEX sought to incorporate the
latest developments in optimization
and search algorithms into the
enormously Lomplex and techno-
logically vital problems connected
with static and dynamic resource
allocation in the telephone net-
work.

All in all, “nonlinear science
redux” was for me an enjoyable,
instructive, and valuable experi-
ence. My sole complaint was that
alter the week of my lectures, other
responsibilities kept me from at-
tending the lectures and from con-
tinuing to share the excitement and
thrill of discovery that have be-
come the hallmarks of the Summer
School on Complex Systems. O

David K. Campbell is Head,
Department of Physics, University
of lllinois, Urbana-Champaign.
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Summer School
Fact Sheet

Lectures
David Campbell, Physics,
University of Illinois, Urbana-
Champaign
Introduction to Nonlinear
Dynamics

Sue Coppersmith, AT&T Bell
Laboratories

Complex Structures and
Dynamics in Condensed Maiter
Systems

Catherine Macken,

Theoretical Biology and
Biophysics, Los Alamos
National Laboratory

Adaptive Fvolution on a Rugged
Landscape

Jay McClelland, Psyvchology
Carnegie-Mellon Unlvel SltY
Connectionist Models of
Cognition and Learning

Cris Moore, Santa Fe Institute
The Computation Paradigm of
Complexity: An Introduction to
Complexity Theory and
Applications

Olaf Sporns, Neurosciences
Institute, Rockefeller University
Neural Models of the Visual
Cortex and Perception

Randall Tagg, Physics,
University of Colorado, Denver
Instability and the Origin of
Complexity in Fluid Flow

Matthew Wilson, Arizona
Research Laboratories (Neural
Svstems, Memory and Aging
Division)

From Network Models to
Network Recordings

Continued on page 26




Summer School
Fact Sheet

Support for the
1993 School

General support from the
Center for Nonlinear Studies at
Los Alamos National
LLaboratorv, Department of
[inergy. National Institute of
Mental Health, National Science
[Foundation, Office of Naval
Research. Santa Fe Institute,
and the University ol California
systern.

Student support [rom Aexpert,
Mitsubishi Electrical
Corporation, NYNEX, Stanford
University, and the Wharton
School of Business

L] L

The Participants
44 graduate students, 8 post-
doctoral fellows. 8 senior re-
searchers, and 2 undergradu-
ates representing the fields of
Astronomy, Biology,
Biomathematics, Biomedical
Modeling, Chemistry, City and
Regional Planning, Computer
Science, Decision Sciences,
Economics, Engineering,
English, Finance, Genetics,
Mathematics, Neuroscience, and
Physics

To Apply to

Neaxt Year’s School
Look for a call for applications
in national science journals in
November, 1993, Deadline for
application is February, 1994.
A}")pli(:ants are expected to pro-
vide a current resumé along
with a statement of current re-
search interests and recommen-
dations from two scientists.

“Titania’s Tiara” ¢ Recursive art by Rollo Silver ¢ 505-586-1607
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s Marcus Feldman articu-
lates some theoretical as-
peets of biology—{rom pop-
ulation genetics. to demography, to
modeling cultural evolution—it’s
genuinely hard to believe he didn’t
grow up with a biology book in

or even a budding ()]ln]lll(‘l of
interest in the subject. He hadn't,
in fact, taken a single hmlom
course untll well- lmmelse(l in a
Ph.D. program. But biology was
apparently very much in l*(‘l(lman s
destiny, despite his rooted affinity
for mathematics in its purer form.

Born in Perth., Ausrtralia,
Feldman earned his undergraduate
degree in mathematics and statis-
tics. and immediately joined IBM’s
110\\1\ opened Australian division
as a svstems analyst. It wasn't
long, however, before his appetite
for more education grew too hearty
to dismiss; he was coaxed into
quulmo his post at IBM dud taking
a “75-percent drop in pdV " to pur-
sue a full-time master’s fellowship
in mathematics at The University
of Melbourne.

It was there that biology began
its insidious tumble into rel(11]1a11 s
life. As a freshly picked master’s

tow,

(RLTC el

Marc Feldman

student. his thesis was selected for
him. The topic? An application of
probability theory to genetics.
Wllen Feldman completed his mas-
ter’s degree. he was urged by the
})10[(‘%01 who assigned the thesis o
submit it for pl]l)ll(/dt]()ll. IFeldman
did, to an editor named Samuel
Karlin who happened to reside at
Stanford University. Karlin had
just begun slud\mo the subject of
dppllcaumls of plobal)lllt\ theory
in genetics in collaboration with Sir
Walter Bodmer—who todav heads
the Tmperial Cancer Rescarch
Foundation, but at the time was a
fledgling assistant professor in the
genetics department. They were
mtuouo(l by Feldman’s thesis.

“1 was lucky to have both of
them interested in what T was do-
ing,” Feldman savs with modesty.
At K(ulms invitation. he traveled
to Stanlord to begm a Ph.D.
mathematics.

Nearly two vears into his doc-
toral program, Feldman actended a
biology lecture “by accident.” He
was so taken with the sul)JCLl that
he altered his direction, opting to
pursue a Ph.D. in mathematical bi-
ologv. “I was exceptionally fortu-
nate thar Sam Karlin had such a
wonderfully interdisciplinary per-
spective on science,” Feldman re-
calls. With his doctorate, Feldman
returned to Australia to become a
lecrurer in mathematics.

Two vears later in 1971, “The
Stanford biology depaltmunt made
me an offer | couldn’t refuse,” savs
Feldman. He’s been in the l‘)lology
department ever since. As destiny
would have it, he has become in-
creasingly drawn to the theoretical
aspects of biology, especially as
they pertain to populatlon oenetics
and models of cultural evolullou

“1 really like the 1dea ol taking
a biological problem,” he notes,
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“and reconstructing it into a w av
that is amcnal)l(‘ 1o modelulo
analysis.”

Population Genetics and
Cultural Evolution

As an emerging discipline. pop-
ulation genetics focused on the ex-
amination ol experimental popula-
tions with genetic variants that
change over time, and the applica-
tion of mathematical or statistical
models to predict those changes.
Calculating the floquen(\ of
change in genetic variability is still
a ke_\ mgm(henl of population ge-
netics, but the discipline has grown
to encompass a much broader
range of topics. Among them: the
causes for genetic variations (in-
cluding within DNA itself) between
individuals in a population and be-
tween populations, and within and
between racial groups and sub-
groups; distinguishing between en-
vironmental and genetic variations:
taxonomic ordering based on ge-
netic dilferences; mathematical
properties ol such universal genetic
operations as recombination and
mutation: etc. Each topic, in turn,
can be repeated for dilferent
species.

Regardless of the area of em-
phasis, the study of population ge-
netics is based on the general
premise that variation exists. And
variation is transmitted from indi-
vidual to individual either through
genes—tvpically parent to off-
spring—or through what could be
called epidemiological pathwayvs—
namely, non-genetic sources. such
as leammo [10111 another member
of the populanon

This premise led Ieldman and
Stanford colleague Luigi Luca
Cavalli-Sforza (a geneticist who ar-
rived at the university at roughly
the same time as Feldman) to initi-



ate some inquiries of their own.
“We hit it off right away, 7 says
Feldman, and it wasn’t long before
the partners channeled their cu-
riosity in one particular area: how
to quantify changes in traits that
are learned, using analogies to how
one quantifies changes in traits
that are acquired genetically.

Feldman and Cavalli-Sforza in-
vented the “quantitative theory of
cultural evolution,” an approach to
modeling the evolution of learned
behaviors in cultures using mathe-
matical applications. The pair
have applied this theory to ques-
tions of the same sort that bewitch
scientists in the field of evolution-
ary genetics. Questions like: how
much variation can one expect to
find within cultural subgroups or
between cultural subgroups? What
rules of transmission of traits lead
to fast change or slow change?
How does the rate of change affect
observed variation?

In applying the theory practi-
cally, the partners narrow its scope
using an approach similar to that
employed by Gregor Mendel as he
uncovered the basic principles of
hereditary. Throughout Mendel’s
work in the field of genetics, he
consistently focused on some of the
tiniest particles that are transmit-
ted biologically—genes. “In
Mendel’s time, people didn’t know
how things were transmitted from
individual to individual,” says
Feldman. “They treated blue eyes
as if they were transmitted from
parent to offspring, but they didn’t
have any rules. Mendel discovered
the basic rule of [genetic] trans-
mission. This is how we try to
treat the subject of cultural evolu-
tion.”

To examine the myriad ways
non-genetic (i.e., learned) traits are
transmitted within a culture,

Feldman and Cavalli-Sforza begin
by identifying and sorting them
into behavioral components, or
atoms. In culture, an atom can re-
fer to a behavioral pattern of a
particular group or to a specific
trait of an individual’s behavior—
for instance, how a person pro-
nounces words, depending on his
birthplace or whether he watches
television excessively. The pair
studies these atoms to devise “sen-
sible” ways of describing their
rules of transmission among indi-
viduals.

In a cultural setting, non-ge-
netic atoms can be transmitted in
numerous ways, such as between
work associates, via non-parental
influencers such as teachers or oth-
er appointed mentors, or through
such vehicles as books and elec-
tronic media. The cultural evolu-
tion model can be applied also to
quantify changes in learned behav-
iors, and how variation ol the
changes and other conditions such
as genetic predisposition can affect
the evolution of a culture.

Applying the Theory of
Cultural Evolution

Feldman and Cavalli-Sforza
have applied their cultural evolu-
tion theory to an assortment of an-
thropological groups and situa-
tions. An area of emphasis has
been in using the model to deter-
mine how cultural and genetic
traits are related, and how the in-
terrelationship affects evolution of
both traits, as well as of the culture
itself. Feldman offers two exam-
ples: dairying and sign language.

Many indigenous peoples use
the milk of cows, sheep, or goats—
a behavioral trait called dairying—
while other people with access to
these animals do not. Feldman
and Cavalli-Sforza have applied
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their theory to determine how the
cultural atom of dairying relates to
the genetic atom, or gene, responsi-
ble for a human’s ability to digest
milk. This has been an opportuni-
ty for the pair to study two sepa-
rate, but interdependent, evolu-
tionary processes: the learned
cultural pattern of dairying, and
the biological activity of individual
genes whose evolution correlates
with the cultural pattern.

The cultural evolution model
has also been used to describe how
the communication system of sign
language within cultures or subcul-
tures has and will continue to

evolve. “A high proportion of
deafness is hereditary,” says
IFeldman. “So you have evolution

of a cultural trait—changes in
5i0'ninO'—that is restricted to a ge-
netic minority.” Feldman, C avalll—
Sforza, and their colleagues have
written a book and several articles
on this theme, using their quantita-
tive theory to explain how sign lan-
guage might evolve in a given cul-
ture.

Recombination, Algorithms,
and SFI

Feldman dedicates roughly 50
percent of his working time to pro-
jects related to the cultural evolu-
tion model. The remainder of his
time is spent predominantly on
“classical” population genetics,
which involves modeling the pro-
cesses that occur within genes,
such as mutation and recombina-
tion. Feldman’s special interest is
studying many genes simultane-
ously, partlculally how genes along
a chromosomal line break off and
recombine to form new chromo-
somes. _

Before Feldman became affili-
ated with the Santa Fe Institute, he
had used computing as an occa-



sional tool for studying evolution;
however, it wasn’t until he started
collaborating with associates at the
Santa Fe Institute that his interest
in computational models of evolu-
tion was ignited. “I started think-
ing of the sub](‘cl in terms of algo-
rithms and other things ihat
computer scientists are concerned
with,” he says.

Genetic algorithms are compu-
tational models of evolution based
on the principles of genetic varia-
tion. Ideally, the algorithms are
used to identify solutions to prob-
lems by “evolving” a population of
individuals via (omputatlonal in-
structions. In the computer pro-
eram, individuals are represented
as bit strings (collections of ones
and zeros) corresponding to chro-
mosomes, and each bit on the
string corresponds to an individual
gene.

“If you have two such lines of
computer instruction, they look
like a pair of chromosomes. As
with the genes on a chromosome,
the bits on a piece of a computer
program can be recombined .
That is how computer algorithms
are applied to biology. Likewise,
it’'s how computer scientists apply
the biological metaphor to comput-
ing. If combining the bits of a
computer program [recombination]
produces a better instruction, then
it can be favored and the other one
thrown away. As in the biological
metaphor, there is natural selec-
tion.”

Feldman’s increasing area of
interest is in utilizing computer
analogies to study the mathematics
of evolulmnalv theory in biology.
~He and his Colleaoues have aheadv
applied the mathematical theorv to
several practical areas of biology
For example, they've used it 1,0

study in humans the scores of

genes related to the major histo-
(,ompallblhtv system, as part of the
immune system. This block of
genes is contained on one pair of
chromosomes that has “hot spots”
where recombination is frequent,
and Feldman has used genetic al-
gorithms to attempt to explain how
these chromosomes maintain their
variability.

Another practical application:
the mathematical theory has been
used to study evolution of the
Rhesus (Rh) blood group system,
specifically the existence and per-
petuation of Rh-negative/positive
genetic combinations that jeopar-
dize the lives of many babies. If an
Rh-negative female mates with an
Rh-positive male, the probability is
high that the pair’s Rh system
genes will combine to produce an
Rh positivc babv- the condition of
a “positive” fetus in a “negative”
environment induces an immuno-
logical response in the mother; i.e.,
antibodies are produced that seri-
ously jeopardize the baby.
Historically this condition has re-
sulted in countless “blue baby”
births requiring immediate, com-
plete blood transfusions, and a
good many of these infants died.
Fodav drugs that suppress produc-
tion of the antlbody can be admin-
istered to Rh-negative pregnant
women, but the potential harm is
still very real for those who do not
receive the protective injection.

“What’s interesting about the
Rh blood group system is that it
doesn’t appear to be very adaptive
in an evolutionary sense,” notes
FFeldman. “Why shouldn’t every-
body evolve to be Rh positive since
the presence of both factors [nega-
tive and positive] has caused a lot
of children to die—and more will
die?”

Feldman and his colleagues
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have studied the maintenance of
dangerous Rh combinations in
populations from different perspec-
tives. They've theorized, for in-
stance, that these combinations
persist to allow for reproductive
compensation among humans—
compensating for the loss of one
child by reproducing another child.
Other species, such as birds, “com-
pensate” in this way; and many fe-
male mammals immediately return
to estrus upon the death of an off-
spring.

The frequency of the Rh-nega-
tive factor in other populations has
also been examined. As Feldman
explains, there is only one popula-
tion in the world—the very old, ge-
netically distinct Basques—thal
has a thhel Rh-negative frequency
than Rh positive. “This proportion
leads evolutionists to speculate
whether at one time the frequency
of Rh negative was higher than the
frequency of Rh positive and, if so,
what happened to alter the he—
quency. Using the Basque popula-
tion as a model, there exist several
conditions, and combinations of
conditions, that may explain the
shift. 1t Could be, says Feldman,
migratlon of other populatlons nto
the Basque population, or it could
be the impact of invading peoples
from Asia or Eastern Europe who
left genetic remnants that became
the Basques.

Or this evolutionary pattern

can be examined from both genetic
and cultural perspectives. It may
be that studying cultural factors
such as the lnohlv preserved, dis-
tinct Basque language can reveal
some of the answers. By studying
both their genes and linguistic
traits (i.e., by applying the cultural
evolution model), evolutionists
may be able to obtain much more
information than if they focused



their efforts solely on one of these
areas.

Ieldman is quick to note that
applving mathematical theories to
evolution shouldn’t be viewed as a
broad stroke or an end-all. “Every
onc of the questions we've raised
can be pres*enle(l i a quantitative
way. but it’s important that onc is
clear and doesn’t make 100 many
big claims about what he’s (I()mo
\Ve re not solving the world’s ])101)—
lems. We're (‘onlnbutmo to quali-
tative knowledge dlmut a subject
that is too often left in vague or
subjective terms.”

Roots at the Santa Fe
Institute

Nearly cight vears ago,
Feldman was dske(l by \/[una\
Gell-Mann, one of SFI's founders,
to visit the institute. “That was a
reallv big high {or me because the
people were very interested in
what | was doing.” savs [Feldman.
It was at SFEI whele he met com-
puter scientist John Holland; soon
after, the pair began pondering
how their distinct approach o the
mathematical study of evolution
could be “recombined.” (Holland,
in fact, invented the genetic algo-
rithins described earlier.)

“The founders (of SFI) were
insightful in picking people who
were naturally interdisciplinary in
their inclinations,” Feldman says.
“They’re not intolerant of other
disciplines and the way they do
things. The result has been very
000(] cross- fertilization of disci-
plme

Feldman notes, on the other

hand, that this major strength of

the institute—the diversity, intel-
lect, and tolerance among the peo-
ple it attracts—has lostered a
weakness as well. “The Santa I'e
[nstitute has attracted people who

are very well settled in their uni-
versities,” he savs. “Theyv want to
[)d]lltl[)(ll(‘ in the intellectual stim-
ulation and then take it back to
their own institutions.” Feldman's
observation raises the question ol
whether SFI should maintain its
present structure with very few
resident scientists or build itself
into an institute with a staff ol res-
ident, permanent scientists. As he
points out, however. there aren’t
many choices when money is in
limited supply.

“The chairman ol the Board of

Trustees at SFI, Jim Pelkey, has
done a phenomenal job in not only
bringing new money to the insti-

tute, but in bringing the institute
to the 1ttent10n ()[ luoh tech indus-
tlies according to Feldman.

People from those industrics are
starting to be interested in the in-
stitute. Pelkey has brought in peo-
ple who have the a(lvcmldﬂ(‘ of not
wanting to convert SFI into a sub-
bldl:lly of their company: thev're

appreciating that it’s important for

the institute to maintain its inde-
pendence and uniqueness.”

Feldman visits SFI about eight
times a year. In addition to serv-
ing on several boards and commit-
tees, he has taught in the summer
school, given public lectures, and
helped run workshops. Feldman
also has a deep personal and pro-
fessional interest in Project 2050,
an enormous task devoted to de-
veloping rough models for what
can be done to make a sustainable
world by 2050 in terms of re-
sources and development.

“It’s a big endeavor that may
not succeed, but the point about it
is that at the Santa Fe Institute,
vou learn from problems that are
soluble and insoluble,” says
Feldman. “lt’s impossible not to
learn there. The kind of people
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that have been arrracted to the in-
stitute are very open-minded
about new approaches to old prob-
lems and old approaches to new
problems.”

Free Time?

When Feldman isn't in a class-
room, behind a desk, sitting on a
comiittee, con(lucting research. or
visiting the Santa I'e Institute, he
enjovs the company of family, ath-
leties. and books of many genres.
And Feldman’s [db(,manon with
the lives and patterns of other cul-
tures extends into his home as
well. A collector of tribal art.
FFeldiman has filled his house with
aboriginal, New Guinea. and
Alrican artifacts. Some Santa Fe
art galleries have excellent collec-
tions of tribal art from these areas.
he notes. He's enchanted with this
art form because, as he savs, “it’s
so related to the daily lives of these
people, and to their views of rela-
tionships with other beings—
whether the beings have a concrete
form or are imaginary. whether the
heings are above or below them.”

Athletics. oo, Is in Feldman's
blood. Throughout his bovhood
and college days, he devoted huge
portions of time to cricket and soc-
cer. In fact, he excelled at cricket
and (ompeled professionally, rep-
resenting his state of Western
Auslldhd In the San Francisco
Bayv Area, Feldman coached chil-
dren’s soccer [or many vears, and
he passed his fondness for the
sport on to his three sons. “My
bovs are very successlul soccer
])ld\’?l% and they coach soccer
now, too. It’s verv culturally
transmitted,” Feldman savs with a
wide grin. O

Jennifer McAllister (s « free-
lance writer based in the San
Francisco Bay Area.
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Unfolding the Problem of Protein Folding

The new secondary structure class of
protein (here illustrated in black) is
yeast inorganic pyrophosphatase. This
classification of protein secondary
structure is a preliminary result of a
new algorithm utilizing co-evolving,
adaptive networks to define highly
predictable classes of secondary
structure.

It is visually clear that the new
“Xelix” class of secondary structure
bears some relation to the convention-
al “alpha-helix” (illustrated here)
class of secondary structure, but with
the key distinction that it is signifi-
cantly more predictable from amino
acid sequence than are conventional
alpha-helices.

Images appear by permission of Robert Farber.

SIFT’s current work on genetic
data analysis explores protein
structure and folding. Most genes
serve as blueprints for the forma-
tion of proteins: il a gene incor-
rectly directs how a protein is
made, it may threaten normal de-
velopment and health. Genes de-
termine protein structure l,)_v cod-
ing for the sequence ol amino
acids in the protein: this sequence
in turn causes the protein to fold
into its particular three-dimen-
sional shape. Dectermining the
structure of a protein is far more
difficult than figuring out its se-
quence, so understanding the re-
lationship between sequence and
structure is especially imporlant

Some local structural “mo-
tifs,” called secondary structure
elements. reoccur in many differ-
ent protein structures. Among
them are alpha helices and beta
sheets.  Accurately predicting the
location of secondary structure
from amino acid scquence is
thought to be a big step toward
pledl(lmo full three-dimensional
protein structure. To this end,
Alan Lapedes. Evan Steeg, and
Robert FFarber are using coevolv-
ing adaptive networks to create
new arrangements of protein sec-
ondary structure that are highly
predictable from amino acid so-
quence. They have developed an
algorithm that uses adaptive net-
works to simultaneously examine
both sequence and structure data
(such as that available from the
Protein Data Base) to determine
new secondary structure classes
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that can be accurately predicted
from sequences. A manuscript
has been submitted to the Fifth
Annual Neural Information
Processing Svstems Conlerence
(De(,embc . 1993); the biological
implications are outlined in a pa-
per in preparation for the Journal
of Molecular Biology.

Another SFI proj(*('l' attacks
the problem of “inverse [olding”
in proteins. The classic approac ch
to the protein-folding puzzle is to
begin with a given sequence of
amino acids and then search for
the structure of the folded pro-
tein. The inverse folding ap-
proach begins with a given shap(‘
and then asl\% what amino acid
sequence will fold into that shape.
Alan Lapedes, Melanie Mitchell,
Joseph Bryngelson, Jell Tnman,
Jeffry Slolmck and Adam Godzik
are (ol]al)omlmo to develop a va-
uel\ of aloorlthms—mcludmo

o‘leulv" dlld Ocnellc Jules—l()
unravel this plol)]em

An energy [unction for a pro-
tein results fJ om both amino acid
sequence and protein shape: if the
shape is {ixed, then the energy be-
comes purely a [unction of lho se-
quence. [solating the sequence
space makes it l)Obbll)lC to scarch
for the arrangement that has the
lowest energy when threaded
through the (1(‘bll(‘(l shape. In
most situations, physical systems
preler states that correspond to a
minimum of the energy. But ac-
tually, the lowest energv sequence
is not quite the answer. If that
same sequence has a smular ener-



gy on a different shape, then there
is no particular reason for it to fold
to the shape of interest. What is
really needed is a large energy gap
between the sequence when it is
folded on the shape of interest ver-
sus other protein shapes.

Since scientists suspect that the
present library of known protein
shapes comes very close to ex-
hausting the total number in na-
ture, project members search se-
quence space looking for the
biggest energy gap between the ar-
rangement on the shape of interest
and that on the known shape with
the next lowest stable energy.
Right now they are concentrating
on evolving “ultimate” hemoglobin
sequences. These sequences have
a greater energy gap than that be-
tween native hemoglobin and any
other known protein shape.

In a related project Joe Bryn-
gelson is turning another standard
approach inside out. Methods for
predicting protein substructure
typically seek structures that mini-
mize some approximate energy
function, given that this energy is
a function of the three-dimension-
al structure of the protein. Most
efforts in tertiary structure predic-
tion have gone into creating ap-
proximate energy functions and
especially into discovering algo-
rithms for minimizing these fune-
tions. Bryngelson addresses a
complementary issue: When is an
energy function sufficiently accu-
rate for protein structure predic-
tion? Bryngelson has answered this
question for a simple model of
proteins and the manuscript has

been submitted to the Journal of

Chemical Physics. Meanwhile
work at SF1 is focusing on extend-
ing this idea to more realistic,
complex protein models. O

Believing Your Ears

Late last year ICAD "92—the
First International Conference on
Auditory Display—took place at
the Santa Fe Institute. Plans are
currently underway for another
ICAD, to be convened in
November, 1994. In the meantime
the audification research network
is working on the auditory repre-
sentation of global dynamics in
E.CHO.

The ability to hear many
sounds at once, and to hear one
sound change in many ways simul-
taneously, may help scientists pre-
sent complex information {rom
high-dimensional systems. To
date computer interfaces have fo-
cused almost exclusively on vision
as the information conduit.
Researchers within the Audification
project are extending this conduit
with new uses of sound.

The major topics of ICAD 92
were sonification, audiflication, and
auditory displays. Simply put,
soniflication is “data-controlled
sound.” [t is the auditory equiva-
lent of data visualization, the tech-
nique of “looking at data” to help
analysts comprehend everything
from weather information to finan-
cial or medical data. Audification
is rendering audible such data as
seismograms, radio telescope infor-
mation, mechanical simulations, or
equation-generated waveforms.
Auditory displays are the sound as-
pect of general computer user in-
terfaces, such as the icons and
menu bars found in most computer
software.

Participants described work on
using sound to discern seismic
events, such as earthquakes; diag-
nosing supercomputer software;
looking for trends in financial data;
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designing computer interfaces and
chemistry lab equipment for vi-
sion-impaired persons; monitoring
patients under anesthesia; under-
standing chaotic systems; reviewing
census data; and using sound in
virtual reality as well as other ap-
plication areas. There was discus-
sion of the pattern recognition ca-
pabilities of the human auditory
system, long ignored (with the no-
table exception of sonar) in infor-
mation presentation.

The proceedings of ICAD "92
are due to be published by
Addison-Wesley in late 1993, as
part of SFT’s Studies in the Sciences
of Complexity Series and will be
the first book ever dedicated to the
field of auditory display.
According to Kramer, editor of the
volume, *What little research has
been published had to be culled
from journals in fields as far rang-
ing as chemistry, statistics, com-
puter-human interface, music, and
optical engineering. This proceed-
ings brings this work together for
the first time, and we hope it will
help focus and energize research in
auditory display.”

ICAD "94 will be a single-track
conference. Attendance is open to
all, with no membership or affilia-
tion requirements. IF'or an auto-
mated response with general infor-
mation, contact icad94@santafe.edu.

ECHO is a software system
conceived by John Holland which
provides for the study of popula-
tions of evolving, reproducing
agents distributed over a geogra-
phy with different inputs of renew-
able resources at various sites.
(See  the description in
“Computation Platforms” in this
issue.) The large number of possi-



maqellan-mauie20]

ble interactions and resulting
agents possible in ECHO make it
very difficult to monitor and un-
derstand the system’s dynamiecs.
Of course, some of the system vari-
ables can be represented using
graphical display techniques; how-
ever, both the global nature of the
variables and the relative frequen-
cy of agent interactions in ECHO
present formidable problems for
graphic display. Auditory display
offers a possible solution. Workers
are focusing their initial efforts on
developing a display that informs
the system-user of the status of
nine distinet variables, specifically
the volume of trading, mating, and
combat interactions of three agent

£ species. O
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Screen shot of Gregory Krammer’s
sonification tool kit.

Adaptive Computation

SIl research in adaptive com-
putation concentrates both on

building computational models of

adaptive systems and on using
novel computational methods in-
spired by natural adaptive systems
for solvmg practical problems.
Work is proceeding on a number
of fronts. John Holland,
Stephanie Forrest, and Terry
Jones—who is in residence at SFI
full-time—are continuing work on
the ECHO system, a simulation
system for modeling ecological
phenomena. Jones “has portcd
ECHO from the Macintosh system
to a Unix X-windows system, and
has developed a detailed user in-
terface. e, Forrest, and Holland
are now approaching the problem
of modeling speciation in ECHO.
They havc plans to collaborate
with Jim Brown and other ecolo-
gists at the University of New
Mexico on modeling data from real
ecologies, such as data on bird ex-
tinctions. These projects will con-
tribute to assessments of the bio-
logical plausibility of the system.
(For further discussion of ECHO
see “Computational Platforms:
Setting the Stage for Simulation”
and the reports on Audification
and Project 2050 in this issue.)
Chris Langton’s Swarm project
is well underway as described else-
where in this issue. Swarm is
meant to be a general-purpose
simulation tool for complex sys-
tems. Langton and David
Hiebeler have implemented an ini-
tial version of Swarm, and it is
now at the point where it is ready
for applications. Nelson Minar, an
undergraduate intern from Reed
College, is working with Langton,
Hiebeler, and Walter Fontana to
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implement Fontana’s “ALchemy”
system in Swarm. Howard
Gutowitz visited SFI later during
the summer to work with David
Lane on implementing economic
models, including a model of “in-
formation contagion,” in Swarm.
Several anthropologists working
with SFI (including Jonathan
Haas, George Gummerman, and
Tim Kohler) have plans to use
Swarm in their research as well.

Stephanie Forrest and Melanie
Mitchell’s work on foundations of
genetic algorithms (GAs) contin-
ues. Melanie is staving on as
Resident Director of the Adaptive
Computation program through
August, 1994 so the two will con-
tinue to have the opportunity to
collaborate locally. They are ex-
tending their work on “royal
road” functlons—p[ol)lems spe-
cially designed to study GAs in
depth. The goal of this work is to
understand in detail the workings
of GAs and to characterize the
class of problems on which they
will work well. Forrest and
Mitchell are also working with
University of New Mexico gradu-
ate student Tim Preston on using
GAs to study simple models of the
evolution of recombination. The
goal is to learn more about the
class of environments in which a
capacity for recombination will be
selected by an evolutionary pro-
cess, and how the evolutionary vi-
ability of recombination is related
to its ability to improve fitness in a
population.

In a related project Melanie
Mitchell, Jim Crutchfield, and
Peter Hraber are applying GAs to
evolve desired behavior in cellular
automata (CA). Their current



work concentrates on understand-
ing the mechanisms by which the
GA can produce complex computa-
tional behavior in CA and the im-
pediments faced by the GA in at-
tempts to do so. Matthew
Fleadrick, an undergraduate intern
from Princeton, joined their project
for the summer.

A number of visiting re-
searchers have joined the program
this spring and summer:

Pentti Kanerva, from NASA’s
Research Institute for Advanced
Computer Science, visited the
Institute in February and worked
on a proposal for extending his
Sparse Distributed Memory model
to larger-scale rasks such as real-
world robotic navigation.

David Goldberg, from the
General Iingineering Department
at the University of llinois, visited
SFI in March to work with
Stephanie Forrest, Melanie
Mitchell, and Terrv Jones on foun-
dations of genetic algorithms.

Una-May O’Reilly, a graduate
student from Carlton University in
Ottowa, spent two months at SFI
working on aspects of genetic pro-
gramming—a genetic algorithm
technique developed by John Koza
to evolve Lisp programs. She
plans to return in the fall continue
this research and begin writing her
dissertation on this topic.

Richard Palmer participated in
the economics and AC programs,
working both on a stock market
modeling project and the theory of
genetic algorithms. He started a
working group “Evolution on
Landscapes,” which studied evolu-
tionary processes on fitness land-
scapes from the point of view of a
number of disciplines.

Gregory Rawlins, from the
Computer Science Department of

Indiana University, visited SFI in
August. e worked with a number
of people in the AC program on as-
pects of genetic algorithms and
evolutionary robotics.

This spring the program spon-
sored two working groups related
to learning and adaptation in arti-
ficial systems. Both were support-
ed by funds from the National Sci-
ence Foundation. “Reinforcement
Learning in Robotics: The Chal-
lenge of Scaling Up,” was orga-
nized by Nils Nilsson of Stanford
University and Melanie Mitchell.
Reinforcement learning is an ap-
proach to machine learning in
which learning agents act in an en-
vironment and are intermittently
given reinforcements for certain ac-
tions. This approach has in recent
vears emerged as a central area of
machine learning, but has not yet
achieved success on large-scale
learning problems, such as learning
in real robots in complex environ-
ments. This small working group
brought together some of the most
prominent researchers in this field
to discuss what is necessary (o
“scale up” reinforcement learning
techniques (o larger-scale prob-
lems. Progress was made on isolat-
ing some central issues, especially
those related to representation and
credit assignment, and on means
for addressing these issues. There
was also much discussion on what
are appropriate problems for rein-
forcement learning.

“Learning and Adaptation in
Robots and Situated Agents”
brought together people working
on “bottom up” approaches to
learning and adaptation, especially
in the context of robots and other
artificial agents. These approaches
include neural networks, classifier
systems, subsumption architec-
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tures. behavior networks, “schema
mechanisms,” certain reinforce-
ment learning techniques, and oth-
ers. It brought together a number
ol central people [rom each of these
areas. There was much discussion
and new insight into how these
various approaches compare with
each other, what the strengths and
weaknesses of the various ap-
proaches are, and how to make
progress in developing the different
approaches.

[n July, the AC program spon-
sored “Plastic Individuals in
Evolving Populations: Models and
Algorithms,” a meeting organized
by Rik Belew (UC San Diego) and
Melanie Mitchell. The purpose of
this workshop was to bring togeth-
er a number of leading researchers
in various fields, all studving as-
pects of the interaction between
learning (or more gencrally plastic-
itv) and evolution. Some are com-
putational researchers who have
modeled such phenomena; some
are biologists or psychologists who
have studied them theoreticallv or
experimentally. O



During his tenure this spring
as resident rescarch director of the
economics  program, Blake
LeBaron has focused in particular
on steelmg the prograim n an em-
pirical direction. one that stresses
the application of SFI techniques
to explain real-world economic
facts. In tandem with theoretical
work, under Blake’s direction the
program looked at things like
technical trading patterns in [i-
nancial markets and the dynamics
ol trading volume from the SFI
perspective. The economics work
has been integrated with other em-
pirical programs at the Institute,
especially rescarch in low- dlmen—
sional chaos. This encourages in-

 formation transfer about methods

that can be equally useful for a
stock-price time series as well as.
for example, observations coming
[rom brain wave data.

In one project LeBaron, along
with Brian Arthur, John Holldml
Richard Palmer, and Paul Tavler,
have developed an artificial stock
market model. This simulation
provides an environment for
studying the behavior of a collec-
tion of artificially intelligent
agents trying to forecast the [ntmo
()f a traded asset that pays a varyv-
ing dividend. The agents dcvelop
tld(llllo rules (based on a variety
of market data) by which they de-
termire when to l)uv sell, or hold
the asset. The aim is to under-
stand what phenomena result {from
the interactions of different learn-
ing algorithms working in a simple
stock market trading environment.
This model is being used to gener-

_~ate a simulated time series that

will be compared to actual time
series to see what kinds of real-
world phenomena are replicated in
this computer-generated market.

Economic Realities

(For further discussion sec “Wall
Street in Santa Fe™ in this issue.)

Some traders ol [inancial as-
sets claim that certain simple rules
can be used to help forecast future
prices, although this claim has
long been chbpule(] Another cur-
rent SFI project is shedding light
on this debate. Buz BlOCl( ]0.50
Lakonishok, and Blake LeBaron
have used new statistical tests to
show that certain simple technical
trading rules do [ind statistically
significant patterns in both stock
prices and foreign exchange rates.
The SFI trio uacd a sunple moving
average and trading range tvpes of
rules as specification tests for sev-
eral different stochastic processes
of stock returns. But while the
trading rules behaved as technical
traders would have predicted,
none of the tested processes were
able to replicate the unusually
lige returns during buy periods
and small returns during sell peri-
ods that were found in the original
series. Nor did the study adjust
for transactions costs and risks.
This remains an important empiri-
cal component that still needs to
be explained.

Human experiments on auc-
tions find that subjects make sys-
tematic bidding errors that cannot
be explained l)\ standard bidding
models. James Andreoni and John
Miller are considering these errors
using a model of adaptive learning
baacd on a genetic dIOUIIllllll
They are Imdmo that t1111[1(/1(11
d(ldl)[l\f > agents cxhlbll, many of
the same bidding patterns as those
observed in auctions with humans.
Andreoni and Miller think that
adaptive learning may provide an
explanation for the divergence be-
tween theoretical and experimen-
tal results in auction markerts.
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Their {indings suggest that adding
adaptive benchmarks to experi-
mental and theoretical results has
broad potential for economic anal-
ysis in general.

Another puzzle for economic
theory is explaining the observed
1nstabllm/ of economic aggregates.
A number of reasons exist f01 vari-
ation in the pace ol production
and consumption at the local level,
but it is hard to see why there
should be large variations in those
factors that are synchronized
across the entire economy. In an
effort to understand this real-
world phenomenon Per Bak. K.
Chen, José Scheinkman, and
Michael Woodford have construct-
ed a simple model ol a multi-sec-
tor, multi-stage production pro-
cess. It illustrates that, in lact,
small shocks do not “cancel out”
in the aggregate. Conventional
reasoning fails as a result of signif-
icantly ll()ll]lll(’dl strongly lOLd]-
ized interactions l)(‘lwecn different
parts of the economy. The tvpe of
macroscopic mslablhlv that can
esult has been studied in a variety
of other contexts under the name
of “self-organized criticality.”

[lavmg made considerable
progress toward solidifving the
nexus from SIT tools to observed
economics phenomena, LeBaron
returns to U, Wisconsin this fall. In
September SI'T will host a full-
scale gathering—on the scale of
the ground-breaking 1987 meet-
ing which blouolll together
economists and phvsu al an(l bio-
logical scientists to forge a new
conceplual framework for eco-
nomics—to provide renewal for
the program. The meeting will be
led by Kenneth Arrow and Philip
Anderson, co-chairs of the 1987
workshop. O
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Patterns in Time Series Data

Time series analysis problems
are central to a wide range of disci-
plines including phvsws biology,
and economics. SIl work in thlb
field continues on several fronts.

Supported by a National
Institutes of Health grant James
Theiler and (olldbmalms Doyne
Farmer, Dante Chialvo, and Andre
Longtm with gld(luatc fellow
Brandt Hinrichs are currently in-
vestigating allegations that the
(Ale('tr()encephaloO'ram (EEG) is
chaotic and, in general, are explor—
ing the use u[ nonlinear time series
metllo(ls in the characterization of
the dynamical behavior of the ner-
vous system. The aim of this work
is to discover if there is any under-
Iving deterministic structure that
may lie hidden in apparently ran-
dom neural phenomena.
Postdoctoral Fellow Milan Palus is
also working on this issue, support-
ed by a separate NIH award.
Although the group has seen that
unambiguous evidence for nonlin-
earitv has been found in some EEG
time series, in no case have they
found good evidence for chaos in
either normal EEG or in epileptic
[EEG, despite widespread claims to
that effect.

While rthe evidence for nonlin-
carity is relatively straightforward,
the issue of chaos is still unre-
solved. By looking at a spectrum
of statisties, including one that
compares forward to backward
pledl(llon they are addressing this
issue in the context of their FE(;
time series. The group has recently
acquired some EEG data taken not
from the scalp, but directly from
the brain’s surface, and lhev are
now analyzing these sets for evi-
dence of nonlinearity. Because
these are also multivariate time se-
ries, they will be able to use recent-

Iy developed tools for generating
multivariate surrogate data as part
of the tests.

The collaborators are also com-
piling a software library for nonlin-
ear time series analysis. The pack-
age—called Ts/tools—will soon be
released to the public domain
(parts of it are already available).
Currently the pac kaoe includes
routines for (llln(‘nSlOH estimation,
nonlinear forecasting, surrogate
data generation, recurrence plots,
and a host of general-purpose tools
such as Fourier transforms and
convenient random number gener-
ators.

SFKI's other current major arena
for time series analysis is within
the economics program; the analy-
sis of large-scale economic
databases provides a convincing
means of comparing the Institute’s
modeling efforts with actual mar-
ket performance. Buz Brock. Blake
LeBaron, Jose Scheinkman, Dee
Dechert, and David Hsieh, for ex-
ample. have developed a new type
of nonlinear diagnostic test that
can be applied to different finan-
cial time series. They have also
applied the test {called the BDS
test) to simulated time series.
Applying this test to financial mar-
kets, they have found strong evi-
dence for nonlinearities, but little
evidence for low-dimensional
chaotic dynamics. LeBaron has
also looked for qualitative proper-
ties of nonlinearities along with
multivariate properties including
trading volume. Iis results show
there are connections between vol-
ume, volatility, and the overall pre-
dic tdblhtv of price movements, and
he has applied this information
within a forecasting framework to
improve sample predictions for
some time series. This result is
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closely related to similar properties
connecting volume movements and
predictability. During certain peri-
ods volume movements indicate
more or less predictability in a fi-
nancial series. These results sug-
gest that an important nonlinear
feature of financial time series is
that their near-term forecastability

changes across different states of

the dynamical system. This fea-
ture is common to many nonlinear
dvnamical systems.

Time series work in economics
progresses in close contact with
Theiler’s low-dimensional chaos
group. In fact, in May a nominal
“time series” working group was
formed, drawing interested workers
from each program as well as addi-
tional visitors. The group met reg-
ularly throughout the month to ad-
dress gcneld] issues in nonlinear
time series as they relate to eco-
nomics and finance. physics, biolo-
ev, and medicine. [t ended the
month by zeroing in on some im-
portant unresolved questions in the
field. Tor example: How uscful is
the concept of low-dimensional
chaos for analysis of nonlinear time
series? Can we answer questions
about whether a system is inher-
ently stable and driven by outside
shocks, or driven by small shocks
that get amplified b\ the structure
of the svstem? What happens
when. given a finite amount of
data, an incorrectly specified model
does better at prediction than the
true model? The group agrees
there needs to be more work on
connecting data to theoretical mod-
els and estimation of structural
models. IFurther research also
needs to be done in understanding

and comparing bootstrapping and .

surrogate data methods. Each of
these issues suggests multiple paths



for future work at SFI.

Look for the publication
soon of Time Series Prediction:
Forecasting the Future and
Un(l()/stan(lmo the Past, edited

by Neil Gershenfeld and
Andreas Weigend, which details
the results of a 1992 SFI work-
shop on time series forecasting.
The results of an earlier work-

shop are contained in the pro-
ceedings volume Nonlinear

Modeling and Forecasting, edit-
ed by Martin Casdagli and

Stephen Eubank. O

Complexity, Memory, and Learning in the Immune System

For a number of years Alan
Perelson, Gérard Weisbuch, Lee
Segel, Rob De Boer, and Avidan
Neumann have been developing
network models of the immune
system that dealt with the class of
antibody producing white blood
cells, known as B cells. These
models predicted the population
dynamics of B cells and in some
cases the anribodies they pro-
duced. Sullivan Scholar Avidan
Neumann and SFI visitor Bernhard
Sulzer have worked on improving
this class of models by incorporat-
ing additional details about the
various stages in the life history of
a B cell. In particular, they have
developed models that explicitly
take into account the differentia-
tion of a B cell from a proliferating
state into a more differentiated
stage known as a plasma cell.
Plasma cells are very efficient se-
cretors of antibody.

These network models, even
with the improvements included
by Neumann and Sulzer, are still
incomplete. I‘or reasons of sim-
plicity, one important element of
the immune system, a class of reg-
ulatory white blood cells, known
as T cells. was never cxphullv
considered in the models; rather
they were simply assumed to be
present al sufficient concentration
to mediate all immune phenome-
na. T cells are the cells infected by

LIV in AIDS and. as the disrup-

tion of the immune system in AIDS
shows, they are essential to the
proper functioning of the immune
system. For the past year
Neumann and Alan Perelson have

been developing a new class of

network models in which T cells
are explicitly considered and their
functions modeled.

One important application of

the new class of models is to the
problem of self-nonself discrimina-
tion. The immune system needs to
be able to distinguish self from
nonself in order to avoid autoim-
mune disease. One important pro-
cess in self-nonself discrimination

is the elimination in the thymus of

T cells reactive against self. T cells,
like all blood ¢ ells are made in tll(‘
hone marrow. When produced
these cells are undifferentiated and
incapable of performing the func-
tions of a T cell. The cells migrate
to the thvmus and under the influ-
ence of thymic hormones differen-
tiate into [ully functional T cells.
However, while in the thvmus, T
cells are tested lor anti-self reactiv-
itv. If a T cell interacts too strong-
ly with sell, it dies in the thymus.
This process of elimination of anti-
sell T cells in the thvmus is not

100% cfficient and some anti-self

T cells survive. Neumann and
Perelson are using their model to
show under what conditions im-
mune networks can control the po-
tentially dangerous anti-self re-
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sponse caused by the escape of
anti-sell T cells from the thymus.
In related work, Perelson and
Rob De Boer have been studying
the effects of the elimination of
anti-sell lymphocvtes on the diver-
sity of the immune system. It has
been commonly thought that the
immune system needs to be very
diverse in order to recognize all
possible pathogens. What De Boer
and Perelson have shown with a
mathematical model is that the
major factor in determining the di-
versity of the immune system is
not the need to recognize [oreign
pathogens but rather the need to
avoid reacting with self. For ex-
ample, one could create a sticky
Iymphoeyte that recognized all
other cells. Such a ]vmphocvto
would recognize all foreign cells,
but unfortunately it would also
recognize all self cells. Since cells
that recognize sclf are killed. one
needs to generate a sufficiently di-
verse population of cells in the
bone marrow so that alter removal
ol the anti-self cells the cells that
remain can still recognize foreign

pathogens. The thcmv that De
Boer and Perelson generated
el

showed that the number of differ-
ent tvpes of cells that need to be
generated in the bone marrow is
strongly dependent upon the num-
ber of self- antigens and only influ-
enced weakly by the number of
foreign pathogens. O



Residential Researchers and Visitors, January to June 1993

Donald Adolphson, Brigham Young
University

Philip Anderson, Princeton University,
ST External Faculty

James Andreoni, University of Wisconsin

Michael Angerman, Los Alamos National
Laboratory

W. Brian Arthur, Stanford University,
SF1 External Faculty

Michel Baranger, Massachusetts Institute
of Technology/Los Alamos National
Laboratory

Aviv Belomdn, Stanford
Univer sitv/Interval Research

Bill Bruno, 1.os Alamos National
Laboratory

Leo Buss. Yale University

Joe Bryngelson, Los Alamos National
Laboratory

David (Aampl)ell University of Illinois,

Urbana-Champaign, Lxternal [‘d(lllf\

Dante Chialvo, State University of
New York. Svracuse

Jim Crutehfield. University of California.
Berkeley, SFI External Faculty

Jean Czerlinski, New C ollege of the
University of Southern I lorida,
Undergr aduate Intern

Rob De Boc , University of Uwrecht, SFI
External Fac ulty

Michael Dichl, State University of
New York, Buffalo, Graduate Fellow

Guillemette Duchateau, Iccole Normale
Supericure

David Easley, Cornell University

Rob Farber, Los Alamos National
Laboratm_\ , SFI External Faculty

Doyne Farmer, Prediction Company, SKI
External Faculty

Walter Fontana, SF1 Postdoctoral Fellow

Stephanie Forrest, University of New
Mexico, SI'] External Faculty

Dan Friedman, University of California
Santa Cruz

Murray Gell-Mann, California Institute
of Technology, SFI External Faculty

Leon Glass, McGill University

David Goldber o, University of IMlinois

Valerie (leIIll“lOl] Los Alamos National
Laboratory

George Gumerman, SFI Science Board

Brosl Hasslacher, Los Alamos National
Laboratory

Matthew Headrick, Princeton University,
Undergraduate Intern

Stefan Helmreich, Stanford University,
Visiting Graduate Fellow

David Hiebeler, Thinking Machines
Corporation

Brant I'inrichs, Beckman Institute.
University ol lllinois, Graduate
Fellow

Alfred Hubler, University of lllinois, SI1
Iixternal Faculty

Jef{ Inman, SEI Member

Julian Jack, Oxford University

Atlee Jackson, University of llinois

Erica Jen, Los Alamos National
Laboratory, SFI External Faculty

Terry Jones, University of New Mexico,
Graduate Iellow

Pentti Kanerva, NASA Ames Research
Center

Stuart Kauffman, University of
Pennsylvania, SFI External Faculty

Tim Kohler, Washington State
University

Naney Kopell, Boston University, SI'I
Science Board

Bette Korber, Los Alamos National
Laboratorv/SI'l Postdoctoral Fellow

Greg Kramer, Clarity, ST Member

David Lane, University of Minnesota,
SFI External Faculty

Chris Langton, Los Alamos National
Laboratory, SI1 External Faculty

Alan Lapedes, Los Alamos National
LLaboratory, SFI External Faculty

Blake LeBaron, University of Wisconsin,

Lconomics Program Resident Director

Martin Lertau, Princeton University,
Graduate Fellow

Angela Linse, University of Washington

Seth Llovd, Los Alamos National -
Laboratory, SIl External Iaculty

Bill Macready, University of Toronto,
SFT Postdoctoral Fellow

Franco Malerba, Bocconi University

Robert Marks, Stanford University

Dan MeShea University of Mic higdn

John Miller, Carnegic- Mellon University,
SFI External Fac ulty

Mark Millonas, Los Alamos National
Laboratory

Nelson Minar, Reced College,
Undergraduate Intern

Melanie Mitchell, University of Michigan,

Adaptive Computation Resident
Director

John Moody, Oregon Graduate Institute

Cris Moore, SFI Postdoctoral Fellow

Benoit and Penelope Morel, Pittsburgh
Cancer Institute

Lynn Nadel, University of Arizona,
Codirector, Summer School

Avidan Neumann, SFI Postdoctoral
Fellow

Mats Nordahl, SFI Postdoctoral Fellow
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Mihacla Oprea. Washington University

Una-May O’Reilly. Carleton University.
Graduate Fellow

Luigt Orsenigo. Boceoni University

Richard Palmer, Duke University, SFI
External Faculty

Milan Palus. Prague Psvchiatric Center,
SIT Postdoctoral Fellow

Luca Peliti, University of Naples

Jerry Percus, Courant Institute

Alan Perelson, L.os Alamos National
Laboratory, 5F1 External Faculty

David Pieczkiewicz, Case Western
Reserve. Undergraduate Intern

Darren Pierre. Case Western Reserve.,
Undergraduate [ntern

David Pines, University of lllinois,
Urbana-Champagne, SFI External
Faculty

Alexis Manaster Ramer.
University

Steen Rasmussen. Los Alamos National
Laboratory

Greg Rawlings, University of Indiana

Tom Ray, University of Delaware

David Rogers. Molecular Simulations

Matt Root, Washington State University

Randall Rose. St. John’s College,
Undergraduate Intern

Robert Savit, University of Michigan

Bruee Sawhill, St. John's College

Peter Schuster. Institute for Molecular
Biology. SFI External Faculty

Lee b(‘ocl Weizmann Institute

Roger 5116})&1(1/ Stanford University

Martin Shubik, Yale University

Josh Smith, Massachusetts Institute of
Technology/Media Lab

Peter Stadler, University of Vienna

Daniel Stein, Univ ersity of Arizona,
External Faculty

Charles Stevens, Salk Institute

Paul Stolorz, SFI Postdoctoral Fellow

William Sudderth, University of
Minnesota

Bernard Sulzer, University of Munich

James Theiler, Los Alamos National
Laboratory/SFI Postdoctoral Fellow

Bill Tozier, University of Pennsylvania

Joe Traub, Columbia University

Miguel Virasoro, University of Rome

Frederik Wiegel. Twente University of
Tedmoloov

Gérard Wclbbuch Ecole Normale
Supérieure, SFI External Faculty

David Wolpert, SKI Postdoctoral Fellow

Larry Wood, GTE

Wojciech Zurek, Los Alamos National
Laboratory, SFI External Faculty

Wayvne State
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Thomas B. KeP]er

Aristotle botched ph\ sics 50 badly that contempo-
rary physicists *s|l|l!][\ ignore |)h|lmnp!wr as a matter
Descartes l]dl]f“lli“ ol the mind-hody
question was equally egregious. but scientists w ho
study the mind seem ac an\ to encourage. and often
participate in. philosophizing about their subject.
Over the last decade. working scientists and the edu-
cated public have been pe Jted under a hailstorm of
books devoted to the philosophical elucidation ol con-
sciousness. Most of these disappoint rather than illu-

minate: in spite of their clever ideas and technical so-
phistication they just don’t seem to grapple
adequately w ith the definitive characteristics of con-
sciousness. Instead. they invent elaborate schemes to
avoid it. A notable exception is lohn Searle’s The
Rediscorery of the Mind. which delivers a long over-
due dose of common sense within a deliciously wry
and enjovable text.

OK then. why philosophy? Because there is a deep
sense in which the study of the mind cannot be like
physics. Physics has succeeded by shifting attention
away [rom ~1uh|t‘< tive sensation: heat is thus treated as
molecular agitation. color as photon wavelength. But
subjectivity is the essence of the mental. If vou shift
attention awayv from subjectivity here, vou miss the
whole point. Descartes was so taken with the dichoto-
my that he decided there had to be two different sub-
stances making up the world. physical stuff and men-
tal stuff. This opinion is now so thoroughly
diseredited as mystical and anti-scie atific that the e p-
ithet “Cartesian Dualist” provokes rows among ordi-
narily gentle academicians. Our desperate rush from
dualism has been so frenzied. savs Searle. that even
while distancing ourselves from its particular conclu-
sions we have embraced the terms in which it was

of course.

7 framed. and the resulting theories have been just as

incoherent. Artificial Intelligence. as a paradigm for
the study of real intelligence. is one of the mosi
prominent symptoms.

Continued on page 40

Laury Alexander, JLLA Photo/Design

David H. Wolpert

For a long time John Searle has had a reputation
as a purvevor of frustratingly wooly arguments con-
cerning the nature of the mind. Now he has written
a new book, The Rediscovery of the Mind, which ar-
gues anew that the modern scientific approach to the
mind and consciousness is ill-conceived on a founda-
tional level and that, for foundational reasons, com-
puters can’t be conscious. Unfortunately, these elab-
orations should do little to change Searle’s hard-won
reputation.

First, it must be said that Searle demolishes his
straw men with aplomb. Indeed, if there really are
people out lhme plattlmo on in the doltish way he
describes (e.g., “there is no subjective pllenomenon
of “consciousness” which needs explaining in a theory
ol the mind”), those people should be hung. drawn,
and sixteenthed, without delay, and in as pubh(/ dlld
humiliating a setting as possible. More power to
Searle for working towards this end.

Searle also writes quite readably. Like the vast
majority of philosophers, he has a tendency to sub-
stitute contorted and filigreed language for sub-
stance. But he keeps this tendency reasonably well
in check.

Unfortunately though .

The problem is that Searle never takes the time
to serutinize his own views with the care he lavishes
on the views of others. Yet it is pwcn%elv when one is
far removed from experiment—as in the issues that
Searle addresses—that it is absolutely crucial that
one examine one’s own n arguments exl'1'611161V critical-
lv. If vou don’t, vou risk descul(lmo into the silliest
(and most l)Ieva]Pnt) kind of phllosophv the pro-
jecting of one’s personal foibles and prejudices onto
the universe. Unfortunately, just like his colleague-
in-arms Roger Penrose, Searle is unabashedly this
kind of philosopher, admonishing the universe to pay
strict attention to his personal notions and fancies,
all so heart-felt and solemn.

Continued on page 41
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KEPLER, continued from page 39

Searle lists the axioms upon whicl contemporary
discourse is based. among them: “every fact in the
universe is in principle knowable and understand-

able by human investigators™ and “the only things
that exist are ultimate l\ [)h\s[ml as the l)h\ sical is
traditionally conceived. (hat is. as opposed 1o the
mental.” From this perspeciive, the pertinent ques-
tion may be phrased. “How is it possible for unintel-
licent [or nonconscious] bits of matter 1o produce in-
telligence [or consciousness|?” or “[how can we] give
an aceount ol the mental that makes no referenee to
anvthing intrinsicallv or irredueibly mental?”™ The
is organization. (What else is
there?) Then the fatal extrapolation: il it is organi-
zation that
considered: we cut through messv detail and concen-
trate on the abstract (hrnu‘ unpmlam) structure.
Finallv. then. we can duplicate the relevant organiza-
tior in whatever machinery we eleet, a compui-
er. Then ~(he computer produces intelligence be-

CONsSCHsUs dnswer

t counts. then its substrate need not be

i e

cause il H inplementing the right computer
program.

This approach does have immediate appeal (even
il we have been bullied into accepting it) but. when
the ideas are furcther elaborated. one discovers a
more furtive dualism. no less objectionable for its
stealth,
stashed between the mattresses,
might declare that
cesence of intelligence.”
veaard of the subjective.

\oain. consciousness has simply been

OF cowrse. vou
“intelligent behavior is the
thereby validating vour dis-
| This vields the Turing Tes
and. unforaimately. repeats the mistakes of behavior-
searle (‘\|muml-> at length on the techoical dif-
but | think the gut-
level eritieism is decisive: | know that subjectivity is
a real and important part of my mental life: if vou
ignore it. vou have not understood me. The re sponse

[=11].
ficulties of this functionalism.

to this is the liendish. ineredible, vet entirely serious
assertion that consciousness does not reallv exist at
all. First. grant that all unde m(unlmﬂ is
based on some llll(l(‘l!\lll“ theoryv. Then recognize
that the theory mlp]l( itin the I[]II(H[)(‘(‘[i()ll ol our
own mental states is a ;ml!l( ularly naive one, and
call it “Folk Psvehology.” within which
ness” plavs the role ol “ealorvic fluid.” Iis simpha
mistaken construet which will vanish once the real
statistical mechanies of the mind s found.

Against these and other contortions, Searle

[Us easy.

TCONSCIOUS -

pleads that:

one can accepl the obeious facts of
/)/1\ stcs—(or example, that the world
is made up entirely of physical parti-
cles (n fields 0,/,/()/(,() withond af the
samne time denying the obeiows facts
about our owen experic . -
cmple, that we are all conscions and
that our conscions slates have quile
specific aereducible phenomenaological
properties.

You
Searle

Does this seem inconsistent to vou? Aha!
are still embracing the Cartesian categories.
argues. as have wany before him. that “reduction”
needs careful artention and. furthermore. that one
can consistently believe that “mental phenomena are
cansed m'um})lr\ai(;l()_ﬁhful processes in the hrain”
while denving that mental states arve identic (1| (o spe-
ciflic. recognizable newrophyvsiological states. That is.
phyvsical events canse mental ones. hut we are harred
from cver (Searle hedges. unnecessarily 1 helieve:
without a “major intellectual revolution™) knowing
just how,

You may remember Searle as the drudec who
would burst the giddy bubble of Al in the (‘(ni\ ‘30
with his - whiose bottom
line. briefly. was that svntax does not suffice for se-
mautics: meaning does not oceur simply by virtue of
Now he is hack and
that:

‘Chinese Room” arguernt.

“running the [j_>|11 program.’

making the more radical statement
notions sucl as compulalion. algo-
vitle. and programe do not nane in-
frinsic phvsical features of systems.
Compultational states are nol discor-
ered within the pliyvsics. they are as-
stened 1o the pliyvsics.

The Chinese
Room has ac quired a profound new motive,

There is much to argue about in this book (I
think he backs away from some of the more interest-
ing conclusions to which his arguments might other-
wise lead). hut it finally asks (e right questions and
confronts us with the task of rede lmmn the terms of
our investications. The debate will no doubt contin-
ue for as long as there are minds o conduct itz we
will never he vid of the philosoplicrs on this one,

Physics is not suflicient to svntax.
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~— tinction between an algorithm

WoLPERT, continued from page 39

Because of this, it’s hard to write a coherent review
of the shon(()mnws of Searle’s arguments. In essence,
Searle implores us to ac cept his w 001\’ raguely delined
notions, and then to acquiesce in his lelluw God to get
out of the w av, that those woolv notions are the basls
for arguments that fix the way [llmos must be. But if
we never buy into Searle’s wooly notions in the flirst
place ...

A perfect example ol all this is Searle’s notorious
Chinese room argument:

“ .. unagine that someone who under-
stands no Chinese follows an algorithm
to converse in Chinese . . . no part of
the system literallv understands
Chlinese . . . so a programmed computer
does not understand Chinese either”
(emphasis mine).

The obvious question is, in what sense does Searle
mean that the svstem does not “understand” Chinese?
Ie never savs; he only excludes any property that is
based on behavior. Bur without using hehavior, what’s
left, this side of solipsism? How can Se(ule infer that
anvone other than himself “really understands”
Chinese? (Curiously, Searle scems to be implicitly
aware of this dilfic ultv with his view. e claims that
behavior must be combined with * dpploplmle causa-
tion” {or one to infer that someone “understands”
something. ‘What in the world this means Searle never
really L\p](uns And, rather tiresomely. it all just begs
the question of whether a Chinese room exhibiting thc
proper behavior combined with “appropriate causa-
tion” would “understand” Chinese.)

This particular breed ol terminology sloppiness is
exasperating almost to the point of anger. It suggests
all manner of silly questions similar to that of the
Chinese room: Does a calculator “really calculate™?
Does a four-legged mobile robot “re: 111\‘ walk”™? We al-
wayvs have the Treedom to deline (or not to define) our
terms any way we want. Bur—()l)vmusly—ll no theo-
rems or practical insights arise from one particular
(non)definition. there’s no reason to use it. If the dis-
""%imulal'inc the under-
sran(hno " of Chinese and someone wa]l\f understand-
ing” C hmebe makes no possible difference, w hy make
lho distinetion in the first place? Indeed, w hat formal
(1) meaning could such a distinetion pObSll)l_V have?

In fact, one can go [urther. One interpretation of
the Chinese room argument is that what it really
shows is how Searle’s intuitive notion of the word

“understand” breaks down when stressed. Yet Searle
refuses to draw this conclusion. Instead he insists
that his intuitive notion is valid, and that. in essence,
it’s the universe which must conform to him, by ac-
curately reflecting in its grand design Searle’s per-
sonal prec onceptions. Tlns is a pme(l example of
Searle’s projecting his personal notions and fancies
onto the universe. It is, in the profoundest sense,
anti-scientilic.

Scarle muddies all this up with many other issues.
For mample he belabors the obvious point that one’s
subjective impressions are not “directly accessible”
an outside observer. Of course, a compulers suh](‘c
tive impressions are not * ducctl\ accessible” to such
an observer eitlicr. (The situations are identical. from
a philosophical viewpoint: in both cases. we can ob-
serve the behavior of the black box. and we can look
inside the black box. but we can not “directly access”
the subjective impressions of that black box.) He
blithely bounces across many other very subtle issues
as well. for example, by arguing about what it would
“be like” to experience someone else’s mental process-
es. (Searle ignores the obvious objection, that this
question verges on being rautologically moamnxrless
since it lmph( itly assumes some kind of (lualm be-
tween the “vou™ of certain mental processes and the
“vou” experiencing those processes.) [le also tries to
overload the distinetion between syntax and semantics,
unleashing thunderbolts like “svntax is not intrinsic to
physics.” (O[ course, many physicists [not to mention
Zen Buddhists] w ould dispute this statement in the
strongest possible terms. Scarle should skim an article
or two on string theory to sce just how “syntactic”
phvsics can be. )

In the end, one cannot help but imagine Searle sit-
ting down w ith some latter- dav Robbie the robot. in-
sisting to poor Robbie that he cannot possibly be con-
%('ious. cannot possibly “understand” what Searle is

saving. The affronted Robbie objects, naturally
cnouol] but Searle persists, weaving fm(\l\* tortured ar-
guments in the vapor. Ev (*nludll\‘ Robbie. getting in-
creasingly frustrated, warns Searle that he should stop
being so msultmo Scarle blithelv ignores Robbie.
chirping “Not conscious, not conscious. not conscious.’
At which point Robbie the robot. exaspclated and an-
noved, reaches across the table and bops him one.
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Tom’s Reply to David

Straw Men: | know that David is familiar witl Pat
Churchland's Newrophidosoply and Daniel Dennett’s
Consciousness Laplained. lor example. Neither “prat-
tles doltishv™: hoth are very sharp and cleverly ar-
cued as we Al as tre Ill(‘n([()ll‘>|\ poputar. They are also.
however, strong in precisely the wayvs that Searle indi-
cates. Wooliness: Where is the wooliness. in Searle’s
arguiments or in reality? To assume that reality s all
shalp cdees and light. with respeet to mental states in
partic ular, is not nee essarily useful and perhaps is
even incoherent, “Unde |s((m(|mn “is bound up in the
peculiarly inaceessible reatm of snl)|( ctvity: questions
about novel forms of unde rstanding ave not analogous
to questions about novel forms ol \\d“\ll]“ “ To call
Searle’s attitude “profoundhy andi-scie witific” is to raise
hyper-physicalism to acstatus tnsupporte d by and un-
necessary for the actual [)Id( tice of science. Does
David ()I);( ¢t to Searle’s “personal preconceptions™ or
to his refusal to abandon his personal. Le. subjective.
conceptions?  Robby: Searle has very carelully limited
his assertions about conscions machines, e has stai-
ed his belief that we and our brains are machines (1
myvself am not so sure). and that therelore, guite clear-
v machines can be conscious. He does not rule out
the possibility that artifacts could someday be con-
scions. but insists that consciousness cannot arise I)\
simply executing the right program. and that the con-
])ul,lllmml |>(11(1(h“m is misguided. But what an in-
spired twist on the Turing test: the machine. pro-
grammed to deteet hostility. staps the skeptical
rescarcher into submission. 'mi convineed.

David’s Reply to Tom

I'm afraid I must disagree with much of Tom’s re-
view. For example, Tom agrees with Searle that “sub-
jectivity is the essence of the mental. If you shift at-
tention awav from subjectivity here, you miss the
whole point.” (The implication is that the objective
approach of traditional science “misses the whole
point,” as far as the mind is concerned.) Well, this
sounds good, but things are not so simple. I can give
you psycho-active drugs which will, reliably, produce
any one of a number of different pronounced effcets
on your “subjectivity.” In what sense is such technol-
ogy and the theoretical/empirical edifice behind it not
part of traditional science?

[ think much of the weakness of Searle’s argument
can be illustrated by replacing in Tom’s review 1he

loaded term “conscious” with a term whicll., two cen-
turies ago, was equdllv loaded: “alive.” Tor example,
Tom seconds Searle in asking “How is it possible for
unintelligent [or nonconscious] bits 0[’ matter to pro-
duce lIll(‘lllOLIlCe [or consciousness]?” The analogous
question was “How is it possible for unliving matter to
come together and be alive?” Searle’s “how can we
give an account of the mental that makes no reference
to anylhlnﬂ intrinsically or irreducibly mental?” be-
comes “How can we give an account of the livi ing that
makes no reference to anything intrinsically or irre-
ducibly alive?” In sum, Searle’s word games have
been played many times before. There are differences
this time, of course: “conscious” is not identical to
“alive.” But in both cases, there is a bad tendency to
project one s sul)]e( tive notions onto the universe. The
lesson of history is that such projections dic a squishy
death.

Tom’s Final Word
really analogous o ~alive in
the sense David means? Again. [ hold that the funda-
mental subjectivity of consciousness bars its reduction
The same is not a priori

[ivst. is “conscious

to prrely objective terms,
true of Tife. Second. do we really know how “non-liv-
ing hits of matter interact o [)l'()(lll(‘t’ lifer™ Not really.
not vet. Appeal to the reducibility of fiving systems to
I)h\w s is stll prematuore.

David’s Final Word
(1) “Understanding” might not be analogous to

walking, but it’s (loselv analooous ) (dlCllldfll]O
Why (loes Searle ignore the ‘wlll)JGCUVlr\f ol al( ulat-
ing” in favor of lh(l[ of “understanding”? [ submitit’s
because technology has advanced to the point of pock-

et caleulators but not vet to the point of pocket under-
standers. And anvone who’s used a pocket calculator
would laugh Sear le out of the room if he based his ar-
gument on calculation. (2) As far as Searle’s beliefs
that “our brains are machines,” I really can’t find a
coherent viewpoint here; if our brains are machines,
then what is it about a machine, if not the program,
that can confer consciousness? Searle never answers.
It really does look to me like he’s splitting nonexistent
hairs, solely to (try to) salvage his preconceptions. O

Tom Kepler, a former SFI Postdoctoral Fellow,
teaches biomathematics at North Carolina State U.

David Wolpert is a Postdoctoral Fellow at the
Santa Fe Institute.
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1993 SFI Working Papers

An * before the paper number means the pa-
per is out of print as a working paper; when
possible, we have given an allernate source
for the paper.

93-01-001

Smooth Maps of the Interval and the Real
Line Capable of Universal Computation
Cristopher Moore

93-01-002

The Evolution of Secondary Organization in
Immune System Gene Libraries

Ron Hightower, Stephanie Forrest, and
Alan S. Perelson

93-01-003

Political Parties and Electoral Landscapes
Ken Kollman, John H. Miller, and Scott .
Page

*93-01-004

Aggregate Fluctuations from Independent
Sectoral Shocks: Self-Organized Criticality
in a Model of Production and Inventory
Dynamics.

Per Bak, Kan Chen, José Scheinkman, and

~—~Michael Woodford

in print: Ricerche Economiche 47 (1993):
3-30]

93-02-005

The Quasi-Periodic Oscillations and Low-
Frequency Noise of Scorpius

X-1 as Transient Chaos: A Dripping
Handrail?

Jeffrey D. Scargle, David L. Donoho,
James P. Crutchfield, Thomas Steiman-
Cameron, James Imamura, and Karl Young
*93-02-006

Pathways to Randomness in the Economy:
Emergent Nonlinearity and Chaos in
Economics and Finance

W. A. Brock

93-02-007

On the Use of Evidence in Neural Networks
David H. Wolpert

93-02-008

The Santa Fe Art Market

Martin Shubik

93-02-009

Combining Generalizers Using Partitions of
the Learning Set

David H. Wolpert

93-03-010

Turbulent Pattern Bases for Cellular
Automata

James P. Crutchfield and James E. Hanson
93-03-011

_~—- The Evolution of Interface: Reduction of

Recombination Among Three Loci
David B. Goldstein, Aviv Bergman, and
Marcus W. Feldman

93-03-012

Some Advantages and Disadvantages of

Recombination

Sarah P. Otto, Marcus W. Feldman, and
Freddy B. Christiansen

93-03-013

Generic Excitable Dynamics on a Two-
Dimensional Map

Dante R. Chialvo

93-03-014

Revisiting the Edge of Chaos: Evolving
Cellular Automata to Perform Computations
Melanie Mitchell, Peter T. Hraber, and
James P. Crutchfield

93-03-015

Memory in Idiotypic Networks due to
Competition Between Proliferation and
Differentiation

Bernhard Sulzer, Avidan U. Neumann,

J. Leo van Hemmen, and Ulrich Behn
93-03-016

On Overfitting Avoidance as Bias

David H. Wolpert

93-03-017

Chaotic Time Series Analysis: Identification
and Quantification Using Information-
Theoretic Functionals

Milan Palus

93-04-018

Real-Valued, Continuous-Time Computers:
A Model of Analog Computations, Part [
Christopher Moore

93-04-019

Predicting the Size of the T-Cell Receptor
and Antibody Combining Region from
Consideration of Efficient Self-Nonself
Discrimination

Jerome K. Percus, Ora E. Percus, and
Alan S. Perelson

93-04-020

How Diverse Should the Immune System
Be?

Rob J. De Boer and Alan S. Perelson

[in press: Proc. Roy. Soc. London B (1993)]
93-04-021

News from the Northern American
Southwest: Prehistory on the Edge of Chaos
Timothy A. Kohler :

93-04-022

A Model for the Immune System Response to
HIV: AZT Treatment Studies

Denise E. Kirschner and Alan S. Perelson
93-04-023

Echoing Emergence

John H. Holland

93-04-024

Reverse Hillclimbing, Genetic Algorithms
and the Busy Beaver Problem

Terry Jones and Gregory J. . Rawlins
*93-05-025

Implications of Creation

David E. Hiebeler
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93-05-026

Don’t Bleach Chaotic Data

James Theiler and Stephen Eubank
93-05-027

Evolution of Recombination Among Multiple
Selected Loci: A Generalized Reduction
Principle

Lev A. Zhivotovsky, Marcus W. Feldman,
and Freddy B. Christiansen

93-05-028

Fluctuation Spectroscopy

K. Young and J. P. Crutchfield

93-05-029

The Escape Problem for Irreversible Systems
R. S. Maier and D. L. Stein

#93-05-030

The Cognitive Revolution?

John L. Casti

93-06-031

Random Walks and Orthogonal Functions
Associated with Highly Symmetric Graphs
Peter F. Stadler

*93-05-032

The Theoretical Grapples with Complex
Systems

Peter A. Segel

93-06-033

The Calculus of Self Interest in the
Development of Cooperation: Sociopolitical
Development and Risk among the Northern
Anasazi

Timothy A. Kohler and Carla R. Van West
93-06-034

Mogollon Manos, Metates and Agricultural
Dependence: Pithouse Villages,

A.D. 200-1000

Michael W. Diehl

93-06-035

Observing Complexity and The Complexity of
Observation

James P. Crutchfield

93-06-036

The Effect of Focusing and Caustics on Exit
Phenomena in Systems Lacking Detailed
Balance

Robert S. Maier and D. L. Stein

93-06-037
When Will a Genetic Algorithm
Outperform Hill-Climbing?

Melanie Mitchell and John Holland
93-06-038 .

A Biologist’s Guide to Internet Resources
Una Smith

93-06-039

Swarms, Phase Transitions, and Collective
Intelligence

Mark M. Millonas

93-06-040

Dynamics, Computation, and the “Edge of
Chaos”: A Re-Examination



Melanie Mitchell, James P. Crutchfield, and
Peter Hraber '

93-06-041

Prediction and Adaptation in an Evolving
Chaotic Environment

Alfred Hubler and David Pines

93-06-042

Linear Operators on Correlated Landscapes
Peter F. Stadler

93-06-043

Statistics of RNA Melting Kinetics
Manfred Tacker, Walter Fontana,

Peter F. Stadler and Peter Schuster
93-07-044

Fast Folding and Comparison of RNA
Secondary Structures

Ivo L. Hofacker, Walter Fontana, Peter F.
Stadler, L. Sebastian Bonhoeffer, Manfred
Tacker, and Peter Schuster

93-07-045

From Sequences to Shapes and Back: A Case
Study in RNA Secondary Structures

Peter Schuster, Walter Fontana, Peter F.
Stadler, and Ivo L. Hofacker

93-07-046

Estimating Functions of Probability
Distributions from a Finite Set of Samples. Part
I: Bayes Estimators and the Shannon Entropy
David H. Wolpert and David R. Wolf
93-07-047

Estimating Functions of Probability
Distributions from a Finite Set of Samples.
Part II: Bayes Estimators for Mutual
Information, Chi-Squared, Covariance, and
Other Statistics

David R. Wolf and David H. Wolpert
93-07-048

Immune Networks Modeled by Replicator
Equations

P. Stadler, P. Schuster, and A. Perelson
93-07-049

Perspectives and Growth Areas of Basic
Research in Germany

Siegfried Grossmann

93-08-050

Modeling Defective Interfering Virus
Therapy for AIDS: Conditions for DIV
Survival

G. Nelson and A. Perelson

93-08-051

Th1/Th2 Cross Regulation

M. Fishman and A. Perelson

93-08-052

Approaches to Artificial Intelligence

N. Nilsson and D. Rumelhart

New Research Awards January to June 1993
Bay Foundation, general support of the Institute’s research program.

J. C. Downing Foundation, general support of the Institute’s research
program.

Ann and Gordon Getty Foundation, general support of research.

John D. and Catherine T. MacArthur Foundation, three-year grant to
SFI which continues support for core research at current levels.

National Science Foundation, a three-year grant to establish a
Research Experiences for Undergraduates Site at SFI.

National Science Foundation, renewal of a three-year award to sup-
port core research in complex systems at SFI.

National Science Foundation, support for Stuart Kauffman’s research
on “Adaptation to the Edge of Chaos in Cells and Ecosystems.”

Carol O’Donnell Foundation, for the “Swarm” Simulation System
project under the direction of Chris Langton; these funds support the
work of David Hiebeler, a programmer from Thinking Machines
Corporation.

New 1993 members of the SFI Business Network for Complex
Systems Research are Maxis, the SimCity and SimLife software pro-
ducer; the Electric Power Research Institute (EPRI) in Palo Alto,
California; and Legg-Mason Mutual Fund Investors, headquartered in
Baltimore. The newest member of the Business Network is ARPA (the
DOD Advanced Research Projects Agency). ARPA’s presence will put us
in touch with a broad community of people working in areas of ad-
vanced computation, and it constitutes a strong endorsement of our
program to other companies. BusNet membership now includes
ARPA, Batterymarch Financial, Citibank, DEC, EPRI, Interval
Research, John Deere, Legg-Mason Mutual Fund Investors, and Maxis.

Alfred P. Sloan Foundation, funding for Melanie Mitchell and
Stephanie Forrest to study the foundations and applications of genetic
algorithms.

Alfred P. Sloan Foundation, for support of theoretical neurobiology.
This funding, along with funds carried over from last year’s Pew
Charitable Trusts grant for neurobiology, supported two working
groups in July and August, led by Nancy Kopell (Boston U.) and by
Michael Stryker (UC San Francisco).

Alex C. Walker Educational and Charitable Foundation, support for
economics research.
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\_
New From the Santa Fe Institute Series
Recent Volumes Upcoming Volumes
Thinking About Biology 1992 Lectures in Complex Systems

Edited by W. Stein and F. Varela

Lecture Notes Volume III, 1993

Order numbers 62653-2 (hardcover) and 62454-0 (pa-
percover)

Time Series Prediction: Forecasting the Future and
Understanding the Past
Edited by Andreas S. Weigend and Neil A. Gershenfeld

Proceedings Volume XV [mid-October] Order numbers

62601 (hardcover) and 62602 (papercover)

The Double Auction Market: Institutions, Theories, and

Fvidence
Edited by Daniel Friedman and John Rust
Proceedings Volume XIV, 1993

Order number 62263-7 (hardcover) and 62459-1 (paper-

cover)

“he Principles of Organization in Organisms

\ Edited by Jay E. Mittenthal and Arthur B. Baskin
Proceedings Volume XIII, 1992
Order numbers 52765-0 (hardcover) and 58789-0 (pa-

percover)

Nonlinear Modeling and Forecasting

Edited by Martin Casdagli and Stephen Eubank
Proceedings Volume XII, 1992

Order numbers 52764-2 (hardcover) and 58788-2 (pa-
percover)

Evolution of Human Languages

Edited by John A. Hawkins and Murray Gell-Mann
Proceedings Volume XI, 1992

Order numbers 52572-0 (hardcover) and 52573-9 (pa-
percover)

Artificial Life I1

Edited by Christopher G. Langton, Charles Taylor, J.
Doyne Farmer, and Steen Rasmussen

Proceedings Volume X, 1992

Order numbers 52570-4 (hardcover) and 52571-2 (pa-
percover)

1991 Lectures in Complex Systems
r\idited by Lynn Nadel and Daniel Stein

\ Lecture Volume IV, 1992 Order number 57834-4 (hard-

cover only)

Edited by Lynn Nadel and Danie] L. Stein
Lecture Volume V

Auditory Display: The Proceedings of ICAD °92, the
International Conference on Auditory Display
Edited by Gregory Kramer

Proceedings Volume XVI (late 1993)

This volume will include a CD.

Artificial Life III
Edited by Christopher G. Langton
Proceedings Volume XVII (late 1993)

Fvolutionary Approaches to Southwestern Prehistory
Edited by George Gumerman and Murray Gell-Mann
Proceedings Volume XVIII

Integrative Themes

Edited by George A. Cowan, David Pines, and David
Meltzer

Proceedings Volume XIX
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